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Abstract

P4 is a language for programming thedata planeof networkdevices. TheP4RuntimeAPI is a control
plane specification for controlling the data plane elements of a device defined or described by a P4
program. This document provides a precise definition of the P4Runtime API. The target audience
for this document includes developers who want to write controller applications for P4 devices or
switches.
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1. Introduction and Scope
This document is published by the P4.org API Working Group, which was chartered [21] to de-
sign and standardize vendor-independent, protocol-independent runtime APIs for P4-defined or
P4-described data planes. This document specifies one such API, called P4Runtime. It is meant
to disambiguate and augment the programmatic API definition expressed in Protobuf format and
available at https://github.com/p4lang/p4runtime/tree/main/proto.

1.1. P4 Language Version Applicability
P4Runtime is designed to be implemented in conjunction with the P416 language version or later.
P414 programs should be translated into P416 to be made compatible with P4Runtime. This version
of P4Runtime utilizes features which are not in P416 1.0, but were introduced in P416 1.2.4 [35]. For this
version of P4Runtime, we recommend using P416 1.2.4 [35].

This version of the P4Runtime specification does not yet explicitly address compatibility with the
following P416 language features introduced in versions 1.2.2 or 1.2.4 of the language specification:

• Added support for generic structures [34].
• Added support for additional enumeration types [34].
• Added support for 0-width bitstrings and varbits [34].
• Clarified restrictions for parameters with default values [35].
• Allow ranges to be specified by serializable enums [35].
• Added list type [35].
• Clarified behavior of table with no key property, or if its list of keys is empty [35].

1.2. In Scope
This specification document defines the semantics of P4Runtimemessages, whose syntax is defined in
Protobuf format. The following are in scope of P4Runtime:

• Runtime control of P4 built-in objects (tables and Value Sets) and Portable Switch Architecture
(PSA) [24] externs (e.g. Counters, Meters, Action Profiles, …). We recommend that this version
of P4Runtime be used with targets that are compliant with PSA version 1.1.0.

• Runtime control of architecture-specific (non-PSA) externs, through an extensionmechanism.
• Basic session management for Software-Defined Networking (SDN) use-cases, including sup-

port for controller replication to enable control plane redundancy.
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• Partition of the P4 forwarding elements into different roles, which can be assigned to different
control entities.

• Packet I/O to enable streaming packets to & from the control plane.
• Batching support, with different atomicity guarantees.
• In-the-field device-reconfiguration with a new P4 data plane.

The following are in the scope of this specification document:

• Rationale for the P4Runtime design.
• Reference architecture and use-cases for deploying a P4Runtime service.
• Detailed description of the API semantics.
• Requirements for conformant implementations of the API.

1.3. Not In Scope
The following are not in scope of P4Runtime:

• Runtime control of elements outside the P4 language. For example, architecture-dependent el-
ements such as ports, traffic management, etc. are outside of the P4 language and are thus not
covered by P4Runtime. Efforts are underway to standardize the control of these via gNMI and
gNOIAPIs, usingdescriptionmodels definedandmaintainedby theOpenConfigproject [41]. An
open source implementation of these APIs is also in progress as part of the Stratum project [43].

• Protobufmessagedefinitions for runtime control of non-PSAexterns. While P4Runtime includes
an extension mechanism to support additional P4 architectures, it does not define the syntax or
semantics of any additional control message for externs introduced by non-PSA architectures.

The following are not in scope of this specification document:

• Description of the P4 programming language; it is assumed that the reader is already familiar
with P416 [1].

• Descriptions of gRPC and Protobuf files in general.
• Controller role definition (for partitionof P4 entities); theP4.orgAPIWorkingGroupmaypublish

a companion document in the future describing one possible role definition scheme.

2. Terms and Definitions

arbitration
Refers to the process through which P4Runtime ensures that at any given time, there is a single
primary controller (i.e. a client with write access) for a given role. Also referred to as “client arbi-
tration”.

client
The gRPC client is the software entity which controls the P4 target or device by communicating
with the gRPC agent or server. The client may be local (within the device) or remote (for example,
an SDN controller).

COS
Class of Service.

device
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Synonymouswith target, althoughdevice usually connotes a physical appliance or other hardware,
whereas target can signify hardware or software.

entity
An instantiated P4 programobject such as a table or an extern (fromPSAor any other architecture).

gRPC
gRPC Remote Procedure Calls, an open-source client-server RPC framework. See [11].

HA
High-Availability. Refers to a redundancy architecture.

Instrumentation
The part of the P4Runtime server which implements the calls to the device or target native “SDK”
or backend.

IPC
Inter-Process Communication.

P4 Blob
Amore colloquial term for P4 Device Config (Blob = Binary Large Object).

P4 Device Config
The output of the P4 compiler backend, which is included in the Forwarding Pipeline Config. This
is opaque, architecture- and target-specific binary data which can be loaded onto the device to
change its “program.”

P4Info
Metadata which specifies the P4 entities which can be accessed via P4Runtime. These entities have
a one-for-one correspondence with instantiated objects in the P4 source code.

P4RT
Abbreviation for P4Runtime.

Protobuf (Protocol Buffers)
The wire serialization format for P4Runtime. Protobuf version 3 (proto3) is used to define the
P4Runtime interface. See [26].

PSA
Portable Switch Architecture [24]; a target architecture that describes common capabilities of net-
work switch devices that process and forward packets across multiple interface ports.

RPC
Remote Procedure Call.

RTT
Round-trip time.

SDN
Software-DefinedNetworking, anapproach tonetworking that advocates the separationof the con-
trol and forwarding planes, as well as the abstraction of the networking infrastructure, in order
to promote programmability of the network control. SDN is often associated with OpenFlow, a
communications protocol that enables remote control of the network infrastructure through a pro-
grammable, centralized network controller.

SDN port
A 32-bit port number defined by a remote Software-Defined Network (SDN) controller. The SDN
port number maps to a unique device port id, whichmay be in a different number space.

server
ThegRPC serverwhich accepts P4Runtime requests on thedevice or target. It uses instrumentation
to translate P4Runtime API calls into target-specific actions.
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stream
Refers to a gRPC Stream, which is a RPC on which several messages can be sent and received.
P4RuntimedefinesoneStreamRPC(StreamChannel), which is abidirectional stream(both the client
and the server can sendmessages) which is used for packet I/O and client arbitration, among other
things.

switch config
Refers to the non-forwarding config (different from the P4 Forwarding Pipeline Config) that is de-
livered to the switch via a different interface. For example, the switch configmay be captured using
OpenConfigmodels and delivered through a gNMI interface.

target
Thehardware or software entity which “executes” the P4 pipeline and hosts the P4Runtime Service;
often used interchangeably with “device”.

URI
Uniform Resource Identifier; a string of characters designed for unambiguous identification of re-
sources.

3. Reference Architecture
Figure 1 represents the P4Runtime Reference Architecture. The device or target to be controlled is at
the bottom, and one or more controllers is shown at the top. P4Runtime only grants write access to a
single primary controller for each read/write entity. A role defines a groupingof P4 entities. P4Runtime
allows for a primary controller for each role, and a role-based client arbitration scheme ensures only
one controller has write access to each read/write entity, or the pipeline config itself. Any controller
may perform read access to any entity or the pipeline config. Later sections describe this in detail. For
the sake of brevity, the term controller may refer to one or more controllers.

The P4Runtime API defines themessages and semantics of the interface between the client(s) and
the server. The API is specified by the p4runtime.proto Protobuf file, which is available on GitHub
as part of the standard [19]. It may be compiled via protoc — the Protobuf compiler — to produce
both client and server implementation stubs in a variety of languages. It is the responsibility of target
implementers to instrument the server.

Reference implementations of P4 targets supporting P4Runtime, as well as sample clients, may be
available on the p4lang/PI GitHub repository [20]. A future goal may be to produce a reference gRPC
server which can be instrumented in a generic way, e.g. via callbacks, thus reducing the burden of
implementing P4Runtime.

The controller can access the P4 entities which are declared in the P4Info metadata. The P4Info
structure is defined by p4info.proto, another Protobuf file available as part of the standard.

The controller can also set the ForwardingPipelineConfig, which amounts to installing and running
the compiled P4 program output, which is included in the p4_device_config Protobuf message field,
and installing the associated P4Infometadata. Furthermore, the controller can query the target for the
ForwardingPipelineConfig to retrieve the device config and the P4Info.

3.1. P4Runtime Service Implementation
The P4Runtime API is implemented by a program that runs a gRPC server which binds an implemen-
tation of auto-generated P4Runtime Service interface. This program is called the “P4Runtime server.”
The server must listen on TCP port 9559 by default, which is the port that has been allocated by IANA
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Figure 1. P4Runtime Reference Architecture.

for the P4Runtime service. Servers should allowusers to override the default port using a configuration
file or flag when starting the server. Uses of other port numbers as the default should be discontinued.

3.1.1. Security concerns

Appropriate measures and security best practices must be in place to protect the P4Runtime server
and client, and the communication channel between the two. For example, firewalling and authenti-
cating the incoming connections to the P4Runtime server can prevent a malicious actor from taking
over the switch. Similarly, using TLS to authenticate and encrypt the gRPC channel can prevent man-
in-the-middle attacks between the server and client. Mutual TLS (mTLS) may be used to facilitate the
authentication of the client by the server and vice-versa.

3.2. Idealized Workflow
In the idealized workflow, a P4 source program is compiled to produce both a P4 device config and
P4Info metadata. These comprise the ForwardingPipelineConfig message. A P4Runtime controller
chooses a configurationappropriate to aparticular target and installs it via a SetForwardingPipelineCon-
fig RPC. Metadata in the P4Info describes both the overall program itself (PkgInfo) as well as all entity
instances derived from the P4 program — tables and extern instances. Each entity instance has an
associated numeric ID assigned by the P4 compiler which serves as a concise “handle” used in API
calls.

In this workflow, P4 compiler backends are developed for each unique type of target and produce
P4Info anda target-specific device config. TheP4Info schema is designed tobe target and architecture-
independent, although the specific contents are likely to be architecture-dependent. The compiler
ensures the code is compatible with the specific target and rejects code which is incompatible.

In some use cases, it is expected that a controller will store a collection of multiple P4 “packages”,
where each package consists of the P4 device config and P4Info, and install them at will onto the tar-
get. A controller can also query the ForwardingPipelineConfig from the target via the GetForwarding-
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PipelineRequest RPC.This can be useful to obtain the pipeline configuration from a running device to
synchronize the controller to its current state.

3.3. P4 as a Behavioral Description Language
P4 can be considered a behavioral description of a switching device which may or may not execute
“P4” natively. There is no requirement that a P4 compiler be used in the production of either the P4
device config or the P4Info. There is no absolute requirement that the target accept a SetForwarding-

PipelineRequest to change its pipeline “program”, as some devices may be fixed in function, or con-
figured via means other than P4 programs. Furthermore, a controller can run without a P4 source
program, since the P4Info file provides all of the information necessary to describe the P4Runtime API
messages needed to configure such a device.

While a P4 program does provide a precise description of the data plane behavior, and this can
prove invaluable inwriting correct control plane software, in somecases it is enough for a control plane
software developer to have the control planeAPI, plus good documentation of the data plane behavior.
Some device vendors may wish to keep their P4 source code private. The minimum requirement for
the controller and device to communicate properly is a P4Info file that can be loaded by a controller in
order to render the correct P4Runtime API.

In such scenarios, it is crucial to have detailed documentation, perhaps included in the P4Info file
itself, specifically themetadata in the PkgInfomessageaswell as theembedded docfields. Nevertheless,
a P4 program which describes the pipeline is ideally available. The contents of the P4Info file will be
described in later sections.

3.4. Alternative Workflows
Given the notions above concerning P4 code as behavioral description and P4Info as API metadata,
some other workflows are possible. The scenarios below are just examples and actual situations may
vary.

3.4.1. P4 Source Available, Compiled into P4Info but not Compiled into P4 Device
Config

In this situation, P4 source code is available mainly as a behavioral model and compiled to produce
P4Info, but it is not compiled to produce the p4_device_config. The device's configuration might be
derived via some other means to implement the P4 source code's intentions. The P4 code, if available,
can be studied to understand the pipeline, and the P4Info can be used to implement the control plane.

3.4.2. No P4 Source Available, P4Info Available

In this situation, P4Info is available but no P4 source is available for any number of reasons, the most
likely of which are:

1. The vendor or organization does not wish to divulge the P4 source code, to protect intellectual
property or maintain security.

2. The target was not implemented using P4 code to begin with, although it still obeys the control
plane API specified in the P4Info.
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As discussed in Section 3.3, in the absence of a P4 program describing the data plane behavior, the
detailed knowledge required to write correct control plane code must come from other sources, e.g.
documentation.

3.4.3. Partial P4Info and P4 Source are Available

In this situation, a subset of the target's pipeline configuration is exposed as P4 source code andP4Info.
The complete device behavior might be expressed as a larger P4 program and P4Info, but these are
not exposed to everybody. This limits API access to only certain functions and behaviors. The hidden
functions and APIs might be available to select users who would have access to the complete P4Info
and possibly P4 source code.

3.4.4. P4Info Role-Based Subsets

In this situation, P4Info is selectively packaged into role-based subsets to allow somecontrollers access
to just the functionality required. For example, a controller may only need read access to statistics
counters and nothing more.

3.5. P4Runtime State Across Restarts
All targets support full restarts, where all forwarding state is reset and the P4Runtime server starts with
a clean state. Some targets may also support In-Service Software Upgrade (ISSU), where the software
on the target can be restarted while traffic is being forwarded. In this case, the P4Runtime server may
have the ability to access information frommemory before the upgrade.

4. Controller Use-cases
P4Runtime allows for more than one controller. The mechanisms and semantics are described in a
later section. Here we present a number of use-cases. Each use-case highlights a particular aspect
of P4Runtime's flexibility and is not intended to be exhaustive. Real-world use-cases may combine
various techniques and bemore complex.

4.1. Single Embedded Controller
Figure 2 shows perhaps the simplest use-case. A device or target has an embedded controller which
communicates to an on-board switch via P4Runtime. This might be appropriate for an embedded ap-
pliance which is not intended for SDN use-cases.

P4Runtime was designed to be a viable embedded API. Complex controller architectures typically
feature multiple processes communicating with some sort of IPC (Inter-Process Communications).
P4Runtime is thus both an ideal RPC and an IPC.

4.2. Single Remote Controller
Figure 3 shows a single remote Controller in charge of the P4 target. In this use-case, the device has
no control of the pipeline, it just hosts the server. While this is possible, it is probablymore practical to
have a hybrid use-case as described in subsequent sections.

11



Figure 2. Use-Case: Single Embedded Controller

Figure 3. Use-Case: Single Remote Controller
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Figure 4. Use-Case: Embedded Plus Single Remote Controller

4.3. Embedded + Single Remote Controller
Figure 4 illustrates the use-case of an embedded controller plus a single remote controller. Both con-
trollers are clients of the single server. The embedded controller is in charge of one set of P4 entities
plus the pipeline configuration. The remote controller is in charge of the remainder of the P4 entities.
An equally-valid, alternative use-case, could assign the pipeline configuration to the remote controller.

For example, tominimize round-trip times (RTT) itmightmake sense for the embedded controller
to manage the contents of a fast-failover table. The remote controller might manage the contents of
routing tables.

4.4. Embedded + Two Remote Controllers
Figure 5 illustrates the case of an embedded controller similar to theprevioususe-case, and two remote
controllers. One of the remote controllers is responsible for some entities, e.g. routing tables, and the
other remote controller is responsible for other entities, perhaps statistics tables. Role-based access
divides the ownership.

4.5. Embedded Controller + Two High-Availability Remote Controllers
Figure 6 illustrates a single embedded controller plus two remote controllers in an active-standby (i.e.
primary-backup) HA (High-Availability) configuration. Controller #1 is the active controller and is in
charge of some entities. If it fails, Controller #2 takes over and manages the tables formerly owned
by Controller #1. The mechanics of HA architectures are beyond the scope of this document, but the
P4Runtime role-based client arbitration scheme supports it.
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Figure 5. Use-Case: Embedded Plus Two Remote Controllers

Figure 6. Use-Case: Embedded Plus Two Remote High-Availability Controllers
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5. Client Arbitration and Controller Replication
The P4Runtime interface allows multiple clients (i.e. controllers) to be connected to the P4Runtime
server running on the device at the same time for the following reasons:

1. Partitioning of the control plane: Multiple controllers may have orthogonal, non-overlapping,
“roles” (or “realms”) and should be able to push forwarding entities simultaneously. The control
plane can be partitioned into multiple roles and each role will have a set of controllers, one of
which is the primary and the rest are backups. Role definition, i.e. how P4 entities get assigned
to each role, is out-of-scope of this document.

2. Redundancy and fault tolerance: Supporting multiple controllers allows having one or more
standby backup controllers. These can already have a connection open, which can help them
become primary more quickly, especially in the case where the control-plane traffic is in-band
and connection setupmight be more involved.

To support multiple controllers, P4Runtime uses the streaming channel (available via StreamChannel

RPC) for sessionmanagement. The workflow is described as follows:

• Each controller instance (e.g. a controller process) can participate in one or more roles. For
each (device_id, role), the controller receives an election_id. This election_id can be the same
for different roles and/or devices, as long as the tuple (device_id, role, election_id) is unique
among live controllers, as defined below. For each (device_id, role) that the controller wishes to
control, it establishes a StreamChannelwith the P4Runtime server responsible for that device, and
sends a MasterArbitrationUpdatemessage containing that tuple of (device_id, role, election_id)
values. The P4Runtime server selects a primary independently for each (device_id, role) pair.
The primary is the client that has the highest election_id that the device has ever received for
the same (device_id, role) values. A connection between a controller instance and a device id—
which involves a persistent StreamChannel—can be referred to as a P4Runtime client.

Note that the P4Runtime server does not assign a role or election_id to any controller. It is
up to an arbitration mechanism outside of the server to decide on the controller roles, and the
election_id values used for each StreamChannel. The P4Runtime server only keeps track of the
(device_id, role, election_id) of each StreamChannel that has sent a successful MasterArbitra-
tionUpdate message, and maintains the invariant that all such 3-tuples are unique among live
controllers. A server must use all three of these values from a WriteRequest message to identify
which client is making the WriteRequest, not only the election_id. This enables controllers to
re-use the same numeric election_id values across different (device_id, role) pairs. P4Runtime
does not require election_id values be reused across such different (device_id, role) pairs; it al-
lows it.

• To start a controller session, a controller first opens a bidirectional stream channel to the server
via the StreamChannel RPC for each device. This streamwill be used for two purposes:

– Session management: As soon as the controller opens the stream channel, it sends a
StreamMessageRequest message to the switch. The controller populates the MasterArbitra-

tionUpdate field in this message using its role and election_id, as well as the device_id of
the device. Note that the status field in the MasterArbitrationUpdate is not populated by the
controller. This field is populated by the P4Runtime server when it sends a response back
to the client, as explained below.
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– Streaming of notifications (e.g. digests) and packet I/O: The same streaming channel will
be used for streaming notifications, as well as for packet-in and packet-out messages. Note
that unless specified otherwise by the role definitions, only the primary controller can par-
ticipate in packet I/O.This feature is explained in more details in the Packet I/O section.

Note that a controller session is only required if the controller wants to do Packet I/O, or modify
the forwarding state.

• Note that the stream is opened per device. In case a switching platform has multiple devices
(e.g. multi-ASIC line card) which are all controlled via the same P4Runtime server, it is possible
to have different primary clients for different devices. In this case, it is the responsibility of the
P4Runtime server to keep track of the primary for each device (and role). More specifically, the
P4Runtime server will knowwhich stream corresponds to the primary controller for each pair of
(device_id, role) at any point of time.

• Thestreamingchannelbetween thecontroller and the serverdefines the livenessof thecontroller
session. The controller is considered “offline”, “disconnected”, or “dead” as soon as its stream
channel to the switch is broken. When a primary channel gets broken:

1. An advisorymessage is sent to all other controllers for that device_id and role, as described
in a later section; and

2. The P4Runtime server will be without a primary controller, until a client sends a successful
MasterArbitrationUpdate (as per the rules in a later section).

• The mechanism through which the controller receives the P4Runtime server details are imple-
mentation specific and beyond the scope of this specification. This includes the device_id, ip
and port, as well as the Forwarding Pipeline Config. Similarly, the mechanism through which
the P4Runtime server receives its switch config (which notably includes the device_id) is beyond
the scope of this specification. Nevertheless, if the server details or switch config are transferred
via the network, it is recommended to use TLS or similar encryption and authenticationmecha-
nisms to prevent eavesdropping attacks.

gRPC enables the server to identify which client originated eachmessage in the StreamChannel stream.
For example, the C++ gRPC library [12] in synchronousmode enables a server process to cause a func-
tion tobe calledwhenanewclient creates a StreamChannel stream. This function shouldnot returnuntil
the stream is closed and the server has completed any cleanup requiredwhen a StreamChannel is closed
normally (or broken, e.g. because a client processunexpectedly terminated). Thus the server caneasily
associate all StreamChannelmessages received from the same client, because they are processedwithin
the context of the same function call.

A P4Runtime implementation need not rely on the gRPC library providing information with unary
RPC messages that identify which client they came from. Unary RPC messages include requests to
write table entries in the data plane, or read state from the data plane, among others described later.
P4Runtime relies on clients identifying themselves in every write request, by including the values de-
vice_id, role, and election_id in all write requests. The server trusts clients not to use a triple of values
other than their own in theirwrite requests. gRPCprovides authenticationmethods [10] that should be
deployed to prevent untrusted clients from creating channels, and thus frommaking changes or even
reading the state of the server.
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5.1. Default Role
Acontroller canomit the rolemessage in MasterArbitrationUpdate. This implies the “default role”,which
corresponds to “full pipeline access”. This also implies that a default role has a role_id of "" (default).
If using a default role, all RPCs from the controller (e.g. Write) must leave the role unset.

5.2. Role Config
The role.config field in the MasterArbitrationUpdatemessage sent by the controller describes the role
configuration, i.e. which operations are in the scope of a given role. In particular, the definition of a
role may include the following:

• A list of P4 entities forwhich the controllermay issue Writeupdates and receive notificationmes-
sages (e.g. DigestList and IdleTimeoutNotification).

• Whether the controller is able to receive PacketIn messages, along with a filtering mechanism
based on the values of the PacketMetadata fields to select which PacketIn messages should be
sent to the controller.

• Whether the controller is able to send PacketOut messages, along with a filtering mechanism
based on the values of the PacketMetadata fields to select which PacketOutmessages are allowed
to be sent by the controller.

An unset role.config implies “full pipeline access” (similar to the default role explained above). In or-
der to support different role definition schemes, role.config is definedas an AnyProtobufmessage [37].
Such schemes are out-of-scope of this document. Whenpartitioning of the control plane is desired, the
P4Runtime client(s) and server need to agree on a role definition scheme in an out-of-band fashion.

It is the job of the P4Runtime server to remember the role.config for every device_id and role pair.

5.3. Rules for Handling MasterArbitrationUpdate Messages Received from Con-
trollers

1. If the MasterArbitrationUpdate message is received for the first time on this particular channel
(i.e. for a newly connected controller):

(a) If device_id does not match any of the devices known to the P4Runtime server, the server
shall terminate the stream by returning a NOT_FOUND error.

(b) If the election_id is set and is alreadyusedbyanother live controller for the same(device_id,
role), the P4Runtime server shall terminate the stream by returning an INVALID_ARGUMENT

error.

(c) If role.configdoes notmatch the “out-of-band” schemepreviously agreedupon, the server
must return an INVALID_ARGUMENT error.

(d) If the number of open streams for the given (device_id, role) exceeds the supported limit,
the P4Runtime server shall terminate the stream by returning a RESOURCE_EXHAUSTED error.

(e) Otherwise, the controller is added to a list of live controllers for the given (device_id, role)
and the server remembers the controllers device_id, role and election_id for this gRPC
channel. See below for the rules to determine if this controller becomes a primary or
backup, and what notifications are sent as a consequence.
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2. Otherwise, if the MasterArbitrationUpdatemessage is received from an already live controller:

(a) If the device_id does not match the one already assigned to this stream, the P4Runtime
server shall terminate the stream by returning a FAILED_PRECONDITION error.

(b) If the role does not match the current role assigned to this stream, the P4Runtime server
shall terminate the streamby returning a FAILED_PRECONDITION error. If the controller wishes
to change its role, it must close the current stream channel and open a new one.

(c) If role.configdoes notmatch the “out-of-band” schemepreviously agreedupon, the server
must return an INVALID_ARGUMENT error.

(d) If the election_id is set and is already used by another live controller (excluding the con-
troller making the request) for the same (device_id, role), the P4Runtime server shall ter-
minate the stream by returning an INVALID_ARGUMENT error.

(e) Otherwise, the server updates the election_id it has stored for this controller. This change
might cause a change in the primary client (this controller might become primary, or the
controller might have downgraded itself to a backup, see below), as well as notifications
being sent to one or more controllers.

If the MasterArbitrationUpdate is accepted by either of the two steps above (cases 1.5. and 2.5. above),
then the server determines if there are changes in the primary client. Let election_id_past be the high-
est election ID the serverhas ever seen for thegiven device_idand role (including theoneof the current
primary if there is one).

1. If election_id is greater than or equal to election_id_past, then the controller becomes, or stays,
primary. The server updates the role configuration to role.config for the given role. Further-
more:

(a) If there was no primary for this device_id and role before and there are no Write requests
still processing from a previous primary, then the server immediately sends an advisory
notification to all controllers for this device_id and role. See the following section for the
format of the advisory message.

(b) If there was a previous primary, including this controller, or Write requests in flight, then
the server carries out the following steps (in this order):

i. The server stops accepting Write requests from the previous primary (if there is one).
At this point, the server will reject all Write requests with PERMISSION_DENIED.

ii. The server notifies all controllers other than the new primary client of the change by
sending the advisory notification described in the following section.

iii. The server will finish processing any Write requests that have already started. If there
are errors, they are reported as usual to the previous primary. If the previous primary
has already disconnected, any possible errors are dropped and not reported.

iv. The server now accepts the current controller as the new primary, thus accepting Write
requests from this controller. The server updates the highest election ID (i.e. elec-

tion_id_past) it has seen for this device_id and role to election_id.

v. The server notifies the new primary by sending the advisory message described in
the following section.
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2. Otherwise, the controller becomes a backup. If the controller was previously a primary (and
downgraded itself), then an advisorymessage is sent to all controllers for this device_id and role.
Otherwise, the advisorymessage is only sent to the controller that sent the initial MasterArbitra-
tionUpdate. See the following section for the format of the advisory message.

5.4. Client Arbitration Notifications
For any given device_id and role, any time a newprimary is chosen, a primary downgrades its status to
a backup, a primary disconnects, or the role.config is updated by the primary, all controllers for that
(device_id, role) are informedof this by sending a StreamMessageResponse. The MasterArbitrationUpdate
is populated as follows:

• device_id and role as given.

• role.config is set to the role configuration the server received most recently in a MasterArbitra-

tionUpdate from a primary.

• election_id is populated as follows:

– If there has not been any primary at all, the election_id is left unset.

– Otherwise, election_id is set to the highest election ID that the server has seen for this de-
vice_id and role (which is the election_id of the current primary if there is any).

• status is set differently based onwhether the notification is sent to the primary or a backup con-
troller:

– If there is a primary:

∗ For the primary, status is OK (with status.code set to google.rpc.OK).

∗ Forall backupcontrollers, status is set tonon-OK(with status.code set to google.rpc.ALREADY_EXISTS).

– Otherwise, if there is noprimary currently, for all backupcontrollers, status is set tonon-OK
(with status.code set to google.rpc.NOT_FOUND).

Note that on primary client changes with outstanding Write request, some notifications might be de-
layed, see the previous section for details.

6. The P4Info Message
Thepurposeof P4InfowasdescribedunderReferenceArchitecture. Herewedescribe the various com-
ponents.

6.1. Common Messages
Thesemessages appear nested within many other messages.
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6.1.1. Documentation Message

Documentation is used to carry both brief and long descriptions of something. Good content within a
documentation field is extremely helpful to P4Runtime application developers.

message Documentation {

// A brief description of something, e.g. one sentence

string brief = 1;

// A more verbose description of something.

// Multiline is accepted. Markup format (if any) is TBD.

string description = 2;

}

6.1.2. Preamble Message

The preamble serves as the “descriptor” for each entity and contains the unique instance ID, name,
alias, annotations and documentation.

message Preamble {

// ids share the same number-space; e.g. table ids cannot overlap with counter

// ids. Even though this is irrelevant to this proto definition, the ids are

// allocated in such a way that it is possible based on an id to deduce the

// resource type (e.g. table, action, counter, ...). This means that code

// using these ids can detect if the wrong resource type is used

// somewhere. This also means that ids of different types can be mixed

// (e.g. direct resource list for a table) without ambiguity. Note that id 0

// is reserved and means "invalid id".

uint32 id = 1;

// fully qualified name of the P4 object, e.g. c1.c2.ipv4_lpm

string name = 2;

// an alias (alternative name) for the P4 object, probably shorter than its

// fully qualified name. The only constraint is for it to be unique with

// respect to other P4 objects of the same type. By default, the compiler uses

// the shortest suffix of the name that uniquely identifies the object. For

// example if the P4 program contains two tables with names s.c1.t and s.c2.t,

// the default aliases will respectively be c1.t and c2.t. In the future, the

// P4 programmer may also be able to override the default alias for any P4

// object (TBD).

string alias = 3;

repeated string annotations = 4;

// Optional. If present, the location of `annotations[i]` is given by

// `annotation_locations[i]`.

repeated SourceLocation annotation_locations = 7;

// Documentation of the entity

Documentation doc = 5;

repeated StructuredAnnotation structured_annotations = 6;
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}

6.1.3. Annotating P4 Entities with Documentation

P4 entities may be annotated using the following annotations:

@brief(string...)

@description(string...)

Attaching either or both of these annotations to an entity will generate a P4Info Documentation Mes-
sage, which in turn will appear in the Preamble Message for the entity.

TheP4compiler shouldnot emit annotationmessages in theP4Info for these specific cases; instead,
it should generate the Documentationmessages as described.

The following example shows documentation annotations for a table entity:

@brief("Match IPv4 addresses to next-hop MAC and port")

@description("Match IPv4 addresses to next-hop MAC and port. \

Uses LPM match type.")

table my_ipv4_lkup {

...

}

6.1.4. Structured Annotations

P4 supports both unstructured and structured annotations [17]. Unstructured annotations of the form
MyAnno1 or MyAnno2(body-content) can either be empty, or contain free-form content; anything between
the pair of matched parentheses is legal. Conversely, structured annotations of the form MyAnno3[] or
MyAnno4[kvList|expressionList] have amore prescribed syntax, which allows declaring key-value lists
or expression lists. Both unstructured and structured annotationsmay be used simultaneously on a P4
element and P4Info supports this.

The annotations described up to this point, e.g. @brief(), have all been unstructured annotations,
or simply annotations. These are represented in P4Info as repeated string annotations fields in the
various messages. Similarly, structured annotations are represented in repeated

StructuredAnnotation structured_annotationsfieldswhichare siblings to theunstructured annotations.
The structured_annotations contain parsed representations of the original annotation source. This
parsing includes expression-evaluation, so the resulting P4Infomay contain a simplified replica of the
original structured annotations.

The structured annotationmessages are defined in p4types.proto.

message KeyValuePair {

string key = 1;

Expression value = 2;

}

message KeyValuePairList {
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repeated KeyValuePair kv_pairs = 1;

}

message Expression {

oneof value {

string string_value = 1;

int64 int64_value = 2;

bool bool_value = 3;

}

}

message ExpressionList {

repeated Expression expressions = 1;

}

message StructuredAnnotation {

string name = 1;

oneof body {

ExpressionList expression_list = 2;

KeyValuePairList kv_pair_list = 3;

}

// Optional. Location of the '@' symbol of this annotation in the source code.

SourceLocation source_location = 4;

}

The StructuredAnnotationmessage can represent either a KeyValuePairList or an ExpressionList.
The type of an expression is intentionally limited to one of the following base types: string literal,

64-bit signed integer, or boolean. The p4c compiler frontend which generates P4Info will evaluate all
expressions and simplify them to one of the valid types. Any expressions which don't match one of the
valid types will generate an error. For integers exceeding 64 bits, besides issuing an error, the com-
piler may print a suggestion to use a string representation, and the P4Info consumermay perform any
necessary conversions.

The following invariants hold:

1. For any P4 entity, there are no two StructuredAnnotations that have the same name.

2. Within a KeyValuePairList, there are no two KeyValuePairs that have the same key.

6.1.4.1. Structured Annotation Examples We omit the source_location field in the following
examples.

Empty Expression List

@Empty[]

table t {

...

}
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The generated P4Info will contain the following.

structured_annotations {

name: "Empty"

}

Mixed Expression List

#define TEXT_CONST "hello"

#define NUM_CONST 6

@MixedExprList[1,TEXT_CONST,true,1==2,5+NUM_CONST]

table t {

...

}

The generated P4Info will contain:

structured_annotations {

name: "MixedExprList"

expression_list {

expressions {

int64_value: 1

}

expressions {

string_value: "hello"

}

expressions {

bool_value: true

}

expressions {

bool_value: false

}

expressions {

int64_value: 11

}

}

}

kvList of Mixed Expressions

@MixedKV[label="text", my_bool=true, int_val=2*3]

table t {

...

}

The generated P4Info will contain:
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structured_annotations {

name: "MixedKV"

kv_pair_list {

kv_pairs {

key: "label"

value {

string_value: "text"

}

}

kv_pairs {

key: "my_bool"

value {

bool_value: true

}

}

kv_pairs {

key: "int_val"

value {

int64_value: 6

}

}

}

}

6.1.5. SourceLocation Message

A source location describes a location within a .p4-source file. The SourceLocationmessage is defined
in p4types.proto as follows:

// Location of code relative to a given source file.

message SourceLocation {

// Path to the source file (absolute or relative to the working directory).

string file = 1;

// Line and column numbers within the source file, 1-based.

int32 line = 2;

int32 column = 3;

}

We provide source locations for structured and unstructured annotations. This information may be
usefulwhenannotations require further parsing or processing, as it allows tools to point out theprecise
source of errors for invalid annotations.

The SourceLocation message associated with an annotation holds the location of the @ symbol in-
troducing the annotation in the P4 source code; the message can be found in the following place:

• Forunstructured annotations, everymessage containing afield repeated string annotations also
contains a field repeated SourceLocation annotation_locations. The field must either be empty
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or match the size of annotations. In the latter case, the i-th member of annotation_locations is
the source location of the i-th member of annotations.

• For structured annotations, every StructuredAnnotation message contains an optional field
SourceLocation source_location holding its source location, if present.

6.2. PkgInfo Message
The PkgInfo message contains package-level metadata which describes the overall P4 program itself,
as opposed to P4 entities. PkgInfo can be extracted and used to facilitate “browsing” of available P4
programs from a library. Although all fields are technically “optional,” every implementation should
include as aminimum the name, version, doc and arch fields. The other fields are recommended to be
included.

// Can be used to manage multiple P4 packages.

message PkgInfo {

// a definitive name for this configuration, e.g. switch.p4_v1.0

string name = 1;

// configuration version, free-format string

string version = 2;

// brief and detailed descriptions

Documentation doc = 3;

// Miscellaneous metadata, free-form; a way to extend PkgInfo

repeated string annotations = 4;

// Optional. If present, the location of `annotations[i]` is given by

// `annotation_locations[i]`.

repeated SourceLocation annotation_locations = 10;

// the target architecture, e.g. "psa"

string arch = 5;

// organization which produced the configuration, e.g. "p4.org"

string organization = 6;

// contact info for support,e.g. "tech-support@acme.org"

string contact = 7;

// url for more information, e.g. "http://support.p4.org/ref/p4/switch.p4_v1.0"

string url = 8;

// Miscellaneous metadata, structured; a way to extend PkgInfo

repeated StructuredAnnotation structured_annotations = 9;

// If set, specifies the properties that the underlying platform should have.

// If the platform does not conform to these properties, the server should

// reject the P4Info when used with a SetForwardingPipelineConfigRequest.

PlatformProperties platform_properties = 11;

}

where the PlatformPropertiesmessage looks as follows:

// Used to describe the required properties of the underlying platform.

message PlatformProperties {
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// The minimum number of multicast entries (i.e. multicast groups) that the

// platform is required to support. If 0, there are no requirements.

int32 multicast_group_table_size = 1;

// The minimum number of replicas that the platform is required to support

// across all groups. If 0, there are no requirements.

int32 multicast_group_table_total_replicas = 2;

// The number of replicas that the platform is required to support per

// group/entry. If 0, `multicast_group_table_total_replicas` should be used.

// Must be no larger than `multicast_group_table_total_replicas`.

int32 multicast_group_table_max_replicas_per_entry = 3;

}

6.2.1. Annotating P4 code with PkgInfo

A P4 program's PkgInfo may be declared using one or more of the following annotations, attached to
the main block only:

@pkginfo(key=value)

@pkginfo(key=value[,key=value,...])

@brief("A brief description")

@description("A longer\

description")

@custom_annotation(...)

@another_custom_annotation(...)

@platform_property(key=value)

@platform_property(key=value[,key=value,...])

Above we see several different types of annotations:

• @pkginfo -This is used to populate a specific field within the PkgInfomessage. Multiple @pkginfo

annotations are allowed. For compactness, multiple key-value pairs can appear in a single
@pkginfo annotation, separated by commas. Each key must only appear once and the compiler
must reject the program if one appears multiple times. The keys must be from among the
message fields inside PkgInfo, for example, name, version, etc. Each key-value pair assigns a
value to the corresponding field inside the single PkgInfomessage for the program's P4Info. One
exception is that the Documentation field of PkgInfomust be expressed as individual @description
and @brief annotations, see next bullets. The key arch will be ignored (with a warning) by the
compiler. The value for this should come from the compiler itself.

• @brief -This will populate the PkgInfo.doc.briefmessage field.

• @description -This will populate the PkgInfo.doc.descriptionmessage field

• @platform_property -This is used to populate a specific fieldwithin the PlatformPropertymessage
in PkgInfo.platform_property. Multiple @platform_property annotations are allowed. For com-
pactness, multiple key-value pairs can appear in a single @platform_property annotation, sepa-
rated by commas. Each key must only appear once and the compiler must reject the program if
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one appears multiple times. The keys must be from among the message fields inside Platform-

Property, for example, multicast_group_table_size or multicast_group_table_total_replicas.
Each key-value pair assigns a value to the corresponding field inside the single PlatformProperty

message inside the program's P4Info.

• @<anything else> -This will create a PkgInfo.annotation entry

Declaring one or more of these annotations on mainwill generate a single corresponding PkgInfomes-
sage in the P4Info as described in PkgInfo Message.

The followingexample shows @pkginfo annotationsusing amixtureof single andmultiple key-value
pairs. It also shows @brief and @description annotations, plus some additional custom annotations.
The well-known annotations will produce corresponding fields inside the PkgInfo message. The cus-
tom annotations will be appended to the PkgInfo.annotations list.

@pkginfo(name="switch.p4",version="2")

@pkginfo(organization="p4.org")

@pkginfo(contact="info@p4.org")

@pkginfo(url="www.p4.org")

@brief("L2/L3 switch")

@description("L2/L3 switch.\

Built for data-center profile.")

@my_annotation1(...) // Not well-known, this will appear in PkgInfo annotations

@my_annotation2(...) // Not well-known, this will appear in PkgInfo annotations

PSA_Switch(IgPipeline, PacketReplicationEngine(), EgPipeline,

BufferingQueueingEngine()) main;

6.3. ID Allocation for P4Info Objects
P4Info objects receive a unique ID, which is used to identify the object in P4Runtime messages. IDs
are 32-bit unsigned integers which are assigned by the compiler during the P4Info generation process.
IDs are assigned in such a way that it is possible based on the ID value alone to deduce the type of the
object (e.g. table, action, counter, …). Themost significant 8 bits of the ID encodes the object type (as
per Table 1). The p4info.proto file includes a mapping from object type to 8-bit prefix value, encoded
as an enum definition (p4.config.v1.P4Ids.Prefix). These values must be used (e.g. by the compiler)
when allocating IDs. The remaining 24 bitsmust be generated in such away that the resulting IDsmust
be globally unique in the scope of the P4Info message. Table 2 shows the ID layout.

It is possible to statically set the least-significant 24 bits of the ID in the P4 program source by anno-
tating the object with @id (see Table 3). The compilermust honor the @id annotations when generating
the P4Info message andmust fail the compilation if statically-assigned ID suffixes lead to non-unique
IDs (i.e. if the P4 programmer tries to assign the same ID suffix to two different P4 objects of the same
type by annotating themwith the same @id value). Note that it is not possible for the P4 programmer to
change the value of the 8-bit ID prefix, which encodes the object type. The programmer is free to leave
the 8-bit prefix as 0, in which case the compiler will replace the 0 with the correct value for the kind of
object the annotation is annotating. The programmer may also fill in the 8-bit prefix with a non-zero
value, inwhich case the compiler will give an error if the 8-bit prefix does not contain the correct value,
or leave it as is if it is correct.
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8-bit prefix value P4 object type
0x00 Reserved (unspecified)
0x01 Action
0x02 Table
0x03 Value-set
0x04 Controller header (header type with @controller_header annotation)
0x05…0x0f Reserved (for future P4 built-in objects)
0x10 Reserved (start of PSA extern types)
0x11 PSA Action profiles / selectors
0x12 PSA Counter
0x13 PSA Direct counter
0x14 PSA Meter
0x15 PSA Direct meter
0x16 PSA Register
0x17 PSA Digest
0x18…0x7f Reserved (for future PSA extern types)
0x80 Reserved (start of vendor-specific extern types)
0x81…0xfe Vendor-specific extern types
0xff Reserved (max prefix value)

Table 1. Mapping of P4Info object type to 8-bit ID prefix value

MSB bit 31 …….. bit 24 bit 23 ………………….. bit 0 LSB
Object type prefix Generated suffix (e.g. by the compiler)

Table 2. Format of P4Info object IDs

P4 declaration(s) Compiler-allocated ID(s)
@id(0x12ab34) table tA... 0x0212ab34
@id(0x12ab34) table tA... Error(same ID suffixes for 2 objects of the same type)
@id(0x12ab34) table tB...

@id(0x12ab34) table tA... 0x0212ab34
@id(0x12ab34) action act1... 0x0112ab34

Table 3. Example of statically-assigned P4Info object IDs

The @id annotation can also be used to choose the ID for match fields, action parameters, and
packet metadata. In this case, there is no 8-bit prefix and the programmer is free to choose any 32-bit
number. The compiler must fail if the IDs chosen by the programmer are not unique (within a table,
action, or header, respectively).
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6.4. P4Info Objects
6.4.1. Table

Table messages are used to specify all possible match-action tables exposed to a control plane. This
message contains the following fields:

• preamble, a Preamblemessage with the ID, name, and alias of this table.

• match_fields, a repeated field of type MatchField representing the data to be used to construct the
lookup key matched in this table. Each MatchFieldmessage is defined with the following fields:

– id, the uint32 identifier of this MatchField, unique in the scope of this table. No rules are
prescribed on the way MatchField IDs should be allocated, as long as two MatchField of the
same table donot have the same ID.Nonetheless, if the P4Infomessagewas generated from
aP4 compiler, we recommend that the IDsbe assigned incrementally, starting from1, in the
sameorder as in theP4keydeclaration. TheP4programmer caneither choose the IDsusing
the @id annotation, or let the compiler choose them.

– name, the string representing the name of this MatchField.

– annotations, a repeated field of strings, each one representing a P4 annotation associated to
this match field.

– bitwidth, an int32 value set to the size in bits of this match field.

– match, a oneof describing the match behavior for this field; it can be either:

∗ match_type, an enum field of type MatchType, which includes all possible PSA match
kinds.

∗ other_match_type, a string field which can be used to encode any architecture-specific
match type.

– doc, a Documentationmessage describing this match field.

– type_name, which indicateswhether thematch field has a user-defined type; this is useful for
translation.

• action_refs, a repeated ActionRef field representing the set of possible actions for this table. The
ActionRef message is used to reference an action specified in the same P4Info message and it
includes the following fields:

– id, the uint32 identifier of the action.
– scope, an enum value which can take one of three values: TABLE_AND_DEFAULT, TABLE_ONLY

and DEFAULT_ONLY. The scope of the action is determined by the use of the P4 standard an-
notations @tableonly and @defaultonly [22]. TABLE_ONLY (@tableonly annotation)means that
the action can only appear within the table, and never as the default action. DEFAULT_ONLY
(@defaultonly annotation)means that the action can only be used as the default action. TA-
BLE_AND_DEFAULT is the default value for the enum and means that neither annotation was
used in P4 and that the action can be used both within the table and as the default action.

– annotations, a repeated string field, each one representing a P4 annotation associated to the
action reference in this table.
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• const_default_action_id, if this table has a constant default action, this field will carry the uint32

identifier of that action, otherwise its value will be 0. A default action is executed when amatch-
ing table entry is not found for a given packet. Being constant means that the control plane can-
not set a different default action at runtime or change the default action's arguments.

• initial_default_action, the default action that is executed with the specified arguments when
the table does not match. If no explicit default action is set, the identifier of this field will default
to the id of the NoAction action.

• implementation_id, the uint32 identifier of the “implementation” of this table. 0 (default value)
means that the table is a regular (direct) match table. Otherwise, this field will carry the ID of an
extern instance specified in the sameP4Infomessage (e.g. a PSA ActionProfileor ActionSelector
instance). The table is then referred to as an indirect match table.

• direct_resource_ids, repeated uint32 identifiers for all the direct resources attached to this table,
such as DirectMeter and DirectCounter instances, specified in the same P4Info message. In this
version of the P4Runtime specification only one direct resource of each type can be associated
to a table, hence for PSA programs this field is expected to have a maximum size of 2.

• size, an int64 describing the desired number of table entries that the target should support for
the table. See the “Size” subsection within the “Table Properties” section of the P416 language
specification for details [36].

• idle_timeout_behavior, which describes the behavior of the data plane when the idle timeout of
a table entry expires (see Idle-Timeout section). Value can be any of the IdleTimeoutBehavior

enum:

– NO_TIMEOUT (default value), whichmeans that idle timeout is not supported for this table.
– NOTIFY_CONTROL, which means that the control plane should be notified of the expiration of

a table entry by means of a notification (see section on Table Idle Timeout Notifications).

• is_const_table, a boolean flag indicating that the table is filled with static entries and cannot be
modified by the control plane at runtime.

• has_initial_entries, a boolean flag indicating that the table has entries populated into it when
the P4 program is loaded, which is true for tables in the P4 source code with either the entries or
const entries properties, and there is at least one entry in the list.

• other_properties, an Any Protobuf message [37] to embed architecture-specific table proper-
ties [36] which are not part of the core P4 language or of the PSA architecture.

6.4.2. Action

Actionmessages are used to specify all possible actions of all match-action tables.
The Actionmessage defines the following fields:

• preamble, a Preamblemessage with the ID, name, and alias of this action

• params, a repeated field of Parammessages representing the set of runtimeparameters that should
be provided by the control planewhen inserting ormodifying a table entrywith this action. Each
Parammessage contains the following fields:
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– id, the uint32 identifier of this parameter. No rules are prescribed on the way Param IDs
should be allocated, as long as two Param of the same action do not have the same ID.
Nonetheless, if the P4Infomessage was generated from a P4 compiler, we recommend that
the IDs be assigned incrementally, starting from 1, in the same order as in the P4 action
declaration. The programmer can either choose the IDs using the @id annotation, or let the
compiler choose them.

– name, the string representing the name of this parameter.
– annotations, a repeated field of strings, each one representing a P4 annotation associated to

this parameter.
– bitwidth, an int32 value set to the size in bits of this parameter.
– doc, which describes this parameter using a Documentationmessage.
– type_name, which indicates whether the action parameter has a user-defined type; this is

useful for translation.

6.4.3. ActionProfile

ActionProfilemessages are used to specify all available instances of Action Profile and Action Selector
PSA externs.

PSA Action Profiles are used to describe implementations of match-action tables where multiple
table entries can share the same action instance. Indeed, differently from a regularmatch-action table
where each entry contains the action specification, when using Action Profile-based tables, the con-
trol plane can insert entries pointing to an Action Profile member, where eachmember then points to
an action instance. The control plane is responsible for creating, modifying, or deleting members at
runtime.

PSAAction Selectors extendActionProfileswith the capability of bundling togethermultiplemem-
bers into groups. Match-action table entries can point to a member or group. When processing a
packet, if the table entry points to a group, a dynamic selection algorithm is used to select a member
from the group and apply the corresponding action to the packet. The dynamic selection algorithm is
typically specified in the P4 programwhen instantiating the Action Selector, however it is not specified
in the P4Info. The control plane is responsible for creating, modifying, or deleting both members and
groups at runtime.

While PSA defines Action Profile and Action Selector as two different externs, P4Info uses the same
ActionProfilemessage to describe both.

The ActionProfilemessage includes the following fields:

• preamble, a Preamblemessage with the ID, name, and alias of this Action Profile or Selector.

• table_ids, a repeated field of uint32 identifiers used to reference tables whose implementation
uses this Action Profile or Selector.

• with_selector, a boolean flag indicating whether this message describes an instance of a PSA
Action Selector extern.

• size, an int64 representing themaximum number of member entries that the Action Profile can
hold. For Action Selectors, its semantics is specified by the selector_size_semantics value as de-
scribed below.

• max_group_size, an int32which is 0 for anAction Profile, or, for anAction Selector, its semantics is
specified by the selector_size_semantics value as described below. The max_group_sizemust be
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no larger than size. PSA programs can use the @max_group_size annotation to provide this value
for Action Selectors. If the annotation is omitted, the P4Info field will default to 0.

• selector_size_semantics, a oneof for Action Selectors that specifies how size and max_group_size

are interpreted. It can be either:

– sum_of_weights, indicating that size and max_group_size represent the maximum sum of
weights that can be present across all selector groups and within a single selector group
respectively.

– sum_of_members, indicating that size and max_group_size represent themaximumnumber of
members that can be present across all selector groups and within a single selector group
respectively, irrespective of their weight. The SumOfMembers message used to represent this
value also contains an optional int32 max_member_weight, which indicates the maximum
weight of each individual member. If unset, any 32-bit integer is allowed for weight.

PSA programs can use the @selector_size_semantics annotation with one of sum_of_weights or
sum_of_members to specify this value forActionSelectors. In the sum_of_memberscase, the @max_member_weight
annotation can be used to specify max_member_weight. Unless otherwise specified, the value of selec-
tor_size_semantics should default to sum_of_weights. However, an unset selector_size_semantics

should also be treated as sum_of_weights for backwards compatibility in Action Selectors. In Action
Profiles, this value must be unset.

6.4.4. Counter & DirectCounter

Counter and DirectCounter messages are used to specify all possible instances of Counter and Direct
Counter PSA externs respectively. Both externs are used to represent data plane counters that keep
statistics such as the number of packets or bytes. Themain difference between (indexed) counters and
direct counters is:

• Indexed counters provide a fixed number of independent counter values, also called cells. Each
cell can be read by the control plane using an integer index.

• Direct counters are associated a givenmatch-action table, providing asmany cells as the number
of entries in the table.

Both Counter and DirectCountermessages share the following fields:

• preamble, a Preamblemessage with the ID, name, and alias of this counter extern instance.

• spec, a message of of type CounterSpec used to describe the compile-time configuration of this
counter. Currently, the CounterSpecmessage is used to carry only the counter unit, which can be
any of the CounterSpec.Unit enum values:

– UNSPECIFIED: reserved value.
– BYTES: byte counter.
– PACKETS: packet counter.
– BOTH: combination of both byte and packet counter.
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For indexed counters, the Counter message contains also a size field, an int64 representing the max-
imum number of independent values that can be held by this counter array. Conversely, the Direct-

Countermessage contains a direct_table_id field that carries the unit32 identifier of the table to which
this direct counter is attached.

For indexed counters, the Countermessage contains also an index_type_name field, which indicates
whether the index has a user-defined type. This is useful for translation. The underlying built-in type
must be a fixed-width unsigned bitstring (bit<W>).

6.4.5. Meter & DirectMeter

Meter and DirectMeter messages are used to specify all possible instances of Meter and Direct Meter
PSA externs. Both externs provide mechanism to keep data plane statistics typically used to mark or
drop packets that exceed a given packet or bit rate. Similarly to counters, themain difference between
(indexed) meters and direct meters is:

• Indexedmeters provide a fixed number of independent meter values, also called cells. Each cell
can be accessed by the control plane using an integer index, e.g. to set the rate threshold.

• Direct meters are associated to match-action tables, providing as many cells as the number of
entries in the table.

Both Meter and DirectMetermessages share the following fields:

• preamble, a Preamblemessage with the ID, name, and alias of this meter extern instance.

• spec, a message of type MeterSpec used to describe the capabilities of this meter extern instance.
The MeterSpecmessage is used to describe themeter unit and themeter type. Themeter unit can
be any of the MeterSpec.Unit enum values:

– UNSPECIFIED: reserved value.
– BYTES,whichsignifies that thismeter canbeconfiguredwith ratesexpressed inbytes/second.
– PACKETS, for rates expressed in packets/second.

Themeter type can be any of the MeterSpec.Type enum values:

– TWO_RATE_THREE_COLOR: This is the Two Rate Three Color Marker (trTCM) defined in RFC
2698 [3]. This is the standard P4Runtime meter type and allows meters to use two rates
to split packets into three potential colors: GREEN, YELLOW, or RED. This mode is the
default, but can also be set explicitly in a P4 program by adding the @two_rate_three_color

annotation to the meter definition. For example, in a V1Model P4 program, we might
define a trTCM direct meter as follows:

@two_rate_three_color

direct_meter<color_type>(MeterType.bytes) my_meter;

– SINGLE_RATE_THREE_COLOR:This is the SingleRateThreeColorMarker (srTCM)defined inRFC
2697 [2]. This allows meters to use one rate and an Excess Burst Size (EBS) to split packets
into three potential colors: GREEN, YELLOW, or RED. In a P4 program, this mode can be
set by adding the @single_rate_three_color annotation to the meter definition.
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– SINGLE_RATE_TWO_COLOR:This is a simplifiedversionofRFC2697 [2], and the SINGLE_RATE_THREE_COLOR
mode above. SINGLE_RATE_TWO_COLOR restricts meters to use only a single rate specified by
the Committed Information Rate (CIR) and Committed Burst Size (CBS) to mark packets
GREENorRED. In aP4program, thismode canbe set by adding the @single_rate_two_color
annotation to the meter definition.

For indexed meters, the Metermessage contains also a size field, an int64 representing the maximum
number of independent cells that can be held by thismeter. Conversely, the DirectMetermessage con-
tains a direct_table_id field that carries the uint32 identifier of the table to which this direct meter is
attached.

For indexed meters, the Meter message contains also an index_type_name field, which indicates
whether the index has a user-defined type. This is useful for translation. The underlying built-in type
must be a fixed-width unsigned bitstring (bit<W>).

6.4.6. ControllerPacketMetadata

ControllerPacketMetadata messages are used to describe any metadata associated with controller
packet-in and packet-out. A packet-in is defined as a data plane packet that is sent by the P4Runtime
server to the control plane for further inspection. Similarly, a packet-out is defined as a data packet
generated by the control plane and injected in the data plane via the P4Runtime server.

When inspecting apacket-in, the control planemightneed tohave access to additional information
such as the original data planeportwhere the packetwas received, the timestampwhen thepacketwas
received, if the packet is a clone, etc. Similarly, when sending a packet-out, the control plane might
need to specify additional information used by the device to process the data packet.

Such additional information for packet-in andpacket-out canbe expressedbymeans of P4 headers
carryingP4standardannotations @controller_header("packet_in")and @controller_header("packet_out"),
respectively. ControllerPacketMetadatamessages capture the information contained within these spe-
cial headers and are needed by the P4Runtime server to process packet-in and packet-out stream
messages (see section on Packet I/O streammessages).

A P4Info message can contain at most two ControllerPacketMetadata messages, one describing the
packet-in header, and the other the packet-out header. Eachmessage contains the following fields:

• preamble, a Preamble message where preamble.name is set to "packet_in" and "packet_out" for
packet-in and packet-out metadata, respectively.

• metadata, a repeated field of type Metadata, where each Metadatamessage includes the following
fields:

– id, a uint32 identifier of this metadata. No rules are prescribed on the way metadata IDs
should be allocated, as long as two Metadata of the same ControllerPacketMetadatamessage
do not have the same ID. If the P4Info message was generated from a P4 compiler, we rec-
ommend that the IDs be assigned incrementally, starting from 1, in the same order as the
fields in the P4 header declaration. The P4 programmer can either choose the IDs using the
@id annotation, or let the compiler choose them.

– name, a string representation of the name of thismetadata. If the P4Infomessagewas gener-
ated from a P4 compiler, then this field is expected to be set to the name of the P4 controller
header field (see example below).
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– annotations, a repeated field of strings, each one representing a P4 annotation associated to
this metadata.

– bitwidth, an int32 representing the size in bits of this metadata.
– type_name, which indicateswhether themetadata field has a user-defined type; this is useful

for translation.

As an example, consider the following snippet of a P4 programwhere controller headers are specified
and we show the corresponding ControllerPacketMetadatamessages.

@controller_header("packet_out")

header PacketOut_t {

bit<9> egress_port; /* suggested port where the packet

should be sent */

bit<8> queue_id; /* suggested queue ID */

}

@controller_header("packet_in")

header PacketIn_t {

bit<9> ingress_port; /* data plane port ID where

the original packet was received */

bit<1> is_clone; /* 1 if this is a clone of the

original packet */

}

controller_packet_metadata {

preamble {

id: 2868916615

name: "packet_out"

annotations: "@controller_header(\"packet_out\")"

}

metadata {

id: 1

name: "egress_port"

bitwidth: 9

}

metadata {

id: 2

name: "queue_id"

bitwidth: 8

}

}

controller_packet_metadata {

preamble {

id: 2868941301
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name: "packet_in"

annotations: "@controller_header(\"packet_in\")"

}

metadata {

id: 1

name: "ingress_port"

bitwidth: 9

}

metadata {

id: 2

name: "is_clone"

bitwidth: 1

}

}

Note that the use of @controller_header is optional for Packet I/O. The P4 program may define con-
troller headers without this annotation and use them to encapsulate controller packets. However, in
this case the client will be responsible for extracting themetadata from the serialized header in packet-
in messages and for serializing the metadata when generating packet-out messages.

6.4.7. ValueSet

ValueSetmessages are used to specify all possible P4 Parser Value Sets. Parser Value Sets can be used
by the control plane to specify runtime matches used by the P4 parser to determine transitions from
one state to another. For more information on Parser Value Sets, refer to the P416 specification [45].

The ValueSetmessage defines the following fields:

• preamble, a Preamblemessage with the ID, name, and alias of this Value Set.

• match, a repeated field of MatchFieldmessages, representing the list of matches performed when
looking up an expression in a Value Set. This determines the format of the members which can
be inserted into the Value Set by the control plane, similarly to the match_fields repeated field in
the Tablemessage.

• size, an int32 representing the maximum number of entries (values) in the Value Set. It corre-
sponds to the value of the size argument of the P4 value_set constructor call.

According to the P4 specification, the type parameter of a Value Set, which defines the type of the ex-
pression that can be matched against the Value Set in a parser transition, and therefore determines
the format of the members that can be inserted into the Value Set by the control plane, must be one of
bit<W>, tuple, or struct [31]. The rest of this section looks at all 3 of these cases and gives an example
ValueSetmessage when appropriate.

1. If the type parameter is bit<W>, match will include exactly one MatchField message, with the fol-
lowing fields (if a field is omitted here, it means the default Protobuf value should be used):

• id: set to 1
• bitwidth: set to the value of W
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• match_type: set to EXACT

@id(1) value_set<bit<8> >(4) pvs;

select (hdr.f8) { /* ... */ }

value_sets {

preamble {

id: 0x03000001

name: "pvs"

}

match {

id: 1

bitwidth: 8

match_type: EXACT

}

size: 4

}

2. If the type parameter is a tuple, this version of P4Runtime does not support runtime program-
ming of the Value Set. If the P4Info message is generated by a compiler, and the P4 program
includes such a Value Set, the compiler must reject the program.

3. If the type parameter is a struct, this version of P4Runtime requires that all the fields of the struct
be of type bit<W> (where W can be different for each field). Otherwise, if the P4Info message is
generated by a compiler, the compiler must reject the program. If the Value Set is supported,
the match field will include one MatchFieldmessage for each field in the struct, with the following
fields:

• id: must be unique with respect to the other match entries. If the P4Info message was gen-
erated from a P4 compiler, we recommend that the IDs be assigned incrementally, starting
from 1, in the same order as the fields in the P4 struct declaration. The P4 programmer can
choose the IDs using the @id annotation, or let the compiler choose them.

• name: set to the name of the corresponding struct field.
• annotations: set to the list of P4 annotations associated with the struct field, except for the

@match annotation, if present (see the match field below).
• bitwidth: set to the value of W for the corresponding struct field.
• type_name, which indicates whether the struct field has a user-defined type; this is useful for

translation.
• match: by default match_type is set to EXACT; the P4 programmer can specify a differentmatch

type by using the @match annotation [31].
• doc: documentation associated with the struct field.

struct match_t {

@id(1) bit<8> f8;
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@id(2) @match(ternary) bit<16> f16;

@id(3) @match(custom) bit<32> f32;

}

@id(1) value_set<match_t>(4) pvs;

select ({ hdr.f8, hdr.f16, hdr.f32 }) { /* ... */ }

value_sets {

preamble {

id: 0x03000001

name: "pvs"

}

match {

id: 1

name: "f8"

bitwidth: 8

match_type: EXACT

}

match {

id: 2

name: "f16"

bitwidth: 16

match_type: TERNARY

}

match {

id: 3

name: "f32"

bitwidth: 32

other_match_type: "custom"

}

size: 4

}

In the above example, the @id annotations on the P4 struct fields are optional. When omitted, the com-
piler will choose appropriate IDs.

Although not mentioned in the P4 specification, P4Runtime also supports the cases where the
Value Set type parameter is a user-defined type that resolves to a bit<W>, or a structwhere one ormore
fields is a user-defined type that resolves to a bit<W>. For each MatchField that corresponds to a user-
defined type, the type_name field must be set to the appropriate value (i.e. the name of the type).

6.4.8. Register

Registermessages are used to specify all possible instances of Register PSA externs.
Registers are stateful memories that can be read and written by data plane during packet forward-

ing. The control plane can also access registers at runtime.
The Registermessage defines the following fields:

38



• preamble, a Preamblemessage with the ID, name, and alias of this register instance.

• type_spec, which specifies the data type stored by this register, expressed using a P4DataTypeSpec

message (see section on Representation of Arbitrary P4 Types).

• size, an int32 value representing the total number of independent register cells available.

• index_type_name, which indicates whether the register index has a user-defined type. This is use-
ful for translation. Theunderlyingbuilt-in typemust be afixed-widthunsignedbitstring (bit<W>).

6.4.9. Digest

Digestmessages are used to specify all possible instances of Packet Digest PSA externs.
A packet digest is a mechanism to efficiently send notifications from the data plane to the control

plane. This mechanism differs from packet-in which is generally used to send entire packets (headers
plus payload), each one as a separate P4Runtime stream message. A digest for a packet has a size
typically much smaller than the packet itself, as it can be used to send only a subset of the headers or
P4 metadata associated with the packet. To reduce the rate of messages sent to the control plane, a
P4Runtime server can combine digests for multiple packets into larger messages.

The Digestmessage defines the following fields:

• preamble, a Preamblemessage with the ID, name, and alias of this digest instance.

• type_spec, which specifies thedata typeof an individualdigestnotificationusinga P4DataTypeSpec
message (see section on Representation of Arbitrary P4 Types).

6.4.10. Extern

Extern messages are used to specify all extern instances across all extern types for a non-PSA archi-
tecture. This is useful when extending P4Runtime to support a new architecture. Each architecture-
specific extern type corresponds to atmost one Externmessage instance in P4Info. The Externmessage
defines the following fields:

• extern_type_id, a 32-bit unsigned integerwhich uniquely identifies the extern type in the context
of the architecture. It must be in the reserved range [0x81, 0xfe]. Note that this value does not
need to be unique across all architectures from all organizations, since at any given time every
device managed by a P4Runtime server maps to a single P4Info message and a single architec-
ture.

• extern_type_name, which specifies the fully-qualified P4 name of the extern type.

• instances, a repeated field of ExternInstance Protobuf messages, with each entry corresponding
to a separate P4 instance of the extern. The ExternInstance in turn defines the following fields:

– preamble, a Preamblemessage with the ID, name, and alias of this digest instance.
– info, an Any Protobuf message [37] which is used to embed arbitrary information specific

to the extern instance. Note that the underlying Protobuf message type for info should be
the same for all instances of this extern type. That Protobuf message should be defined in a
separate architecture-specific Protobuf file. See section on Extending P4Runtime for non-
PSA Architectures for more information.
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If the P4 programdoes not include any instance of a given extern type, the Externmessage instance for
that type should be omitted from the P4Info.

6.5. Support for Arbitrary P4 Types with P4TypeInfo
See section on Representation of Arbitrary P4 Types.

7. P4 Forwarding-Pipeline Configuration
The ForwardingPipelineConfig captures data needed to realize a P4 forwarding-pipeline and map var-
ious IDs passed in P4Runtime entity messages. It is formally called the “Device Configuration” and
sometimes also referred to as the “P4 Blob”. It is defined as:

message ForwardingPipelineConfig {

config.P4Info p4info = 1;

bytes p4_device_config = 2;

message Cookie {

uint64 cookie = 1;

}

Cookie cookie = 3;

}

The p4info field captures the P4 program metadata as described by the P4Info. This message is the
output of the P4 compiler and is target-agnostic.

The p4_device_config is opaque binary data which contains the target-specific configuration to re-
alize the P4 program. The P4 program running on a target is changed by loading a new Forwarding-

PipelineConfig on that target.
The cookie field is opaque data which may be used by a control plane to uniquely identify a

forwarding-pipeline configuration among others managed by the same control plane. For example, a
controller can compute its value using a hash function over the P4Info and/or target-specific binary
data. However, there are no restrictions on how such value is computed, or where this is stored on
the target, as long as it is returned with a GetForwardingPipelineConfig RPC. When writing the config
via a SetForwardingPipelineConfig RPC, the cookie field is optional. For this reason, the actual value is
wrapped in its ownmessage to clearly identify cases where a cookie is not present.

8. General Principles for Message Formatting
8.1. Default-valued Fields
There is a subtle distinction between the treatment of default-valued scalar fields vs default-valued
message fields in P4Runtime.

8.1.1. Set / Unset Scalar Fields

In Protobuf version 3 (proto3), the default value of scalar fields is 0 for numeric types such as int32, and
the empty string "" for string types (string and bytes). An application, such as the P4Runtime client or
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server, is unable to distinguish between an unset scalar field and a scalar field set to its default value.
Therefore, we usually reserve the default values 0 and “” of scalar fields to mean “unset”.

In particular, 0 is not a valid P4 object ID and it is an error to specify 0 for any P4 object ID in a non-
read request towards the server, such as in a WriteRequest or a SetForwardingPipelineConfigRequest.

In contrast to scalar fields, note that for message fields, we often domake a distinction between an
unset message field vs a message field set to its default value, see the next section.

8.1.2. Set / Unset Message Fields

In Protobuf version 3 (proto3), the default value for amessage field is “unset” [6]. An application, such
as the P4Runtime client or server, is able to distinguish between an unsetmessage field and amessage
field set to its default value. We often use this distinction in P4Runtime and the meaning of a message
can vary based on which of its message fields are set. For example, when reading values from an in-
direct PSA counter using the CounterEntrymessage, an “unset” index fieldmeans that all entries in the
counter array should be read and returned to the P4Runtime client (we refer to this as awildcard read).
On the other hand, if the indexmessage field is set, a single entry will be read.

Let's look at the counter example in more details. Based on this specification document, the C++
server code which processes CounterEntrymessages may look like this:

auto *counter_entry = ...

if (counter_entry->has_index()) {

auto index = counter_entry->index().index();

read_one_entry(counter_entry->id(), index);

} else {

read_all_entries(counter_entry->id());

}

1. Reading a single counter entry at index 0 in the counter array with id <id>:

• Here is the C++ client code:

p4::v1::CounterEntry entry;

entry.set_counter_id(<id>);

entry.mutable_index();

// The above line sets the index field; it is equivalent to:

// auto *index = entry.mutable_index();

// index->set_index(0);

• Here is the corresponding Protobuf message in text format:

counter_id: <id>

index {}

• Expected behavior: Counter entry at index 0 is read. Notice that the index subfield is miss-
ing under the index field message of CounterEntry in the text dump of the message. This is
because the subfield is a scalar numeric type and0 is therefore its default value. Scalar fields
with default values are omitted from the textual representation of Protobuf messages.
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2. Reading all counter entries by leaving the index field unset

• Here is the C++ client code:

p4::v1::CounterEntry entry;

entry.set_counter_id(<id>);

• Here is the corresponding Protobuf message in text format:

counter_id: <id>

• Expected behavior: All counter entries for the provided counter instance are read. Notice
that the indexmessage field is unset (default value) and is therefore omitted from the textual
representation of the message.

8.2. Read-Write Symmetry
The reads and writes a client issues towards a server should be symmetrical and unambiguous. More
specifically, if a client writes a P4 entity and then reads it back then the client should expect that the
message it wrote and the message it read should match if the RPCs finished successfully (with the ex-
ception of parts of the response known to be data plane volatile, as explained in section on Data plane
volatile objects). Consider the following pseudocode as an example:

intended_value = value

status = server.write(intended_value, p4_entity)

observed_value = server.read(p4_entity)

assert(intended_value == observed_value)

To ensure read-write symmetry, the rest of this document tries to offer canonical representations for
various data types, but this principle should be thought of where it falls short. Ensuring this will allow
client software to recoverprogrammatically from failures that canaffect the switch stack software, com-
munication channel, or the client replicas. If Read RPC returns a semantically-same but syntactically-
different response then the client would have to canonicalize the read values to check its internal state,
which only pushes the protocol's complexities to the client implementations.

In order to avoid placing toomuch burden on the P4Runtime server implementation, we do not in
general mandate that the order of values in a Protobuf repeated field be preserved. For example, the
server is not required to preserve the order of the match fields in a TableEntrymessage. If there is a spe-
cific case for which the order is significant and / or needs to be preserved, it will be explicitly stated in
this document. The MessageDifferencer class [42] included in the Protobuf C++ API supports compar-
ingmessages while treating repeated fields as sets, so that different orderings of the same elements are
considered equal. This method of comparing Protobuf messages may come at a cost in performance.

8.2.1. Data plane volatile objects

An exception to read-write symmetry are objects whose contents or fields can change by the action of
the data plane alone, even if no controller modifies them. These objects are called data plane volatile.
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The following sections describe all possible values of an Entity message, since these are the mes-
sages that a controller can use to modify objects in the data plane via an Update message. For each, a
description is given of the parts of that entity that are data plane volatile.

8.2.1.1. ExternEntry Data plane volatility depends upon the definition of the extern and its con-
trol plane API.

8.2.1.2. TableEntry For a table with a direct counter associated with it, the counter_data field of a
TableEntry can bemodified by the data plane when packets match the entry.

For a table with a direct meter associated with it, the meter_counter_data field of a TableEntry can
bemodified by the data plane when packets match the entry.

For a PSA [24] tablewith property psa_idle_timeout equal to PSA_IdleTimeout_t.NOTIFY_CONTROL, the
data plane can modify the elapsed_ns field of a TableEntry when no packets match the entry for an
implementation-specific amount of time.

For a PNA [23] table with property pna_idle_timeout equal to PNA_IdleTimeout_t.NOTIFY_CONTROL

or PNA_IdleTimeout_t.AUTO_DELETE the data plane can modify the elapsed_ns field of a TableEntry

when no packets cause the extern function restart_expire_timer to be called for an implementation-
specific amount of time (nor any other extern function defined to also have the same effect as
restart_expire_timer).

Similarly, for a table in PNA with any of the values of pna_idle_timeout listed above, the data plane
canmodify the idle_timeout_ns field of a TableEntrywhen packetsmatch the entry and the action calls
the set_entry_expire_time extern function (or anyof theother extern functionsdefined tohaveaneffect
similar to calling set_entry_expire_time).

For a PNA [23] table with the property add_on_miss equal to true the data plane can insert new en-
tries into the table without any controller's involvement.

For a PNA [23] table with the property pna_idle_timeout equal to PNA_IdleTimeout_t.AUTO_DELETE,
the data plane can delete existing entries from the table without any controller's involvement.

8.2.1.3. ActionProfileMember Not data plane volatile in any architectures defined by P4.org
specifications.

8.2.1.4. ActionProfileGroup Not data plane volatile in any architectures defined by P4.org spec-
ifications. The watch_port feature does affect howaction selectors behavewhile processingpackets, but
this feature does not affect what a P4Runtime client sees when it reads the configuration.

8.2.1.5. MeterEntry Thefield counter_data ismodifiedby the data planewhen the corresponding
meter is updated in the data plane.

8.2.1.6. DirectMeterEntry The field counter_data is modified by the data plane when the corre-
sponding meter is updated in the data plane.

8.2.1.7. CounterEntry The field data is modified by the data plane when the corresponding
counter is updated in the data plane.
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8.2.1.8. DirectCounterEntry Thefield data is modified by the data plane when the correspond-
ing counter is updated in the data plane.

8.2.1.9. PacketReplicationEngineEntry Notdataplane volatile in anyarchitecturesdefinedby
P4.org specifications.

8.2.1.10. ValueSetEntry Not data plane volatile in any architectures defined by P4.org specifica-
tions.

8.2.1.11. RegisterEntry Thefield data canbemodifiedby thedataplanewhen the corresponding
register entry is updated in the data plane.

8.2.1.12. DigestEntry Not data plane volatile in any architectures defined by P4.org specifica-
tions.

8.3. Bytestrings
P4Runtime integer values may be too large to fit in Protobuf primitive data types (32-bit and 64-bit
words). TheP4 language does not put any limit on the size of integer values, whether unsigned (bit<W>)
or signed (int<W>), and it is up to the P4 programmer to choose the appropriate sizes. Because of this
flexibility, P4Runtime represents P4 integer values as binary strings, using the bytes Protobuf type. The
correct bitwidth — as per the P4 program — of each integer variable exposed through P4Runtime is
specified in the P4Info message.

The canonical binary string representation uses the shortest string that fits the encoded integer
value. This representation achieves three goals:

• It ensures that a properly encoded binary string's integer value conforms to the P4Info-specified
bitwidth.

• It supports read-write symmetry.

• It helps facilitate non-disruptive P4 program updates.

In particular, the kinds of P4 program updates that this representation facilitates are those where a
P4Runtime server and client can continue to transmit P4Runtime messages between them when one
has a P4Info file for version A of a P4 program, at the same time that the other has a P4Info file for
version B of a P4 program, and those P4 programs differ in the bitwidths of some values of type bit<W>

and/or int<W>.
Note that this representation does not make it possible to seamlessly change the type of a value

from signed to unsigned, or vice versa. If you attempt to do so, this mechanism can quietly change
negative signed values to positive unsigned values, or vice versa. It also limits the magnitude of the
values transmitted to those that fit within the smaller of the bitwidths supported by either end of the
message transmission. If a message sender attempts to send a value larger than the receiver expects,
the receiver will detect it as out of range.

In the P4Runtime API version 1.0 (including minor version revisions), values of table key fields,
action parameters, and fields in packet-in and packet-out headers between a device and the controller
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(see 6.4.6),may not be of type int<W>. The rules for encoding signed values thus only apply tomessages
of type P4Data (see 8.4.3).

For a value of type bit<W>, the fewest number of bits required to represent the integer value V > 0
is the smallest integerA such that V ≤ 2A − 1.

For a value of type int<W>, the fewest number of bits required to represent the integer value V ̸= 0
in 2's complement form is the smallest integerA such that−2A−1 ≤ V ≤ 2A−1 − 1.

As a special case, define that the value V = 0 requires at leastA = 1 bit to represent, regardless of
whether it is signed or unsigned.

The shortest possible binary string for an integer V that needsA bits to represent it is computed as:

minimum_string_size = floor((A + 7) / 8)

Binary strings with the byte length computed as minimum_string_size promote P4Runtime read-write
symmetry in both client-to-server requests and server-to-client replies.

Any additional bits in the bytes sent for an unsigned integer value (type bit<W>) must be 0. If ad-
ditional bytes are transmitted above the minimum_string_size minimum required, they must be filled
with 0.

Any additional bits in the bytes sent for a signed integer value (type int<W>) must be copies of the
sign bit, i.e. 0 for non-negative values, or 1 for negative values. If additional bytes are transmitted
above the minimum_string_size minimum required, they must be filled with copies of the sign bit, i.e.
0 for non-negative values, or 0xff for negative values. In 2's complement representation, this is called
“sign extension”, and leaves the numeric value represented unchanged.

Upon receiving a binary string, the P4Runtime receiver (whether the server or the client) does not
impose any restrictions on the maximum length of the string itself. Instead, the receiver verifies that
the value encoded by the string fitswithin the expected type (signed or unsigned) andP4Info-specified
bitwidth for the P4 object value.

For a received bitstring expected to fitwithin a bit<W> type, the value it represents is in range if, after
removing all most significant 0 bits, the remaining bitstring's width is W bits or less.

For a received bitstring expected to fit within an int<W> type, the value it represents is in range if,
after “undoing sign extension”, the remaining bit string's width is W bits or less. To undo sign extension,
start by eliminating the most significant bit, but only if it is equal to the bit that follows it (otherwise
removing themost significant bit would change the sign of the value). Repeat that process until either
only a single bit remains, or until the twomost significant bits are different from each other.

If the string's byte length is zero, the server always rejects the string.
When the server rejects a binary string due to any of the previous criteria, it returns an OUT_OF_RANGE

error.
For all binary strings, P4Runtime uses big-endian (i.e. network) byte-order. For signed integer val-

ues (int<W>P4 type), P4Runtimeuses the same two's complement bitwise representation as P4. Table 4
shows various examples of integer values that the server accepts as valid P4Runtime binary strings ac-
cording to the criteria in the list above.

Table 5 shows some examples of invalid P4Runtime binary strings:
As theprecedingexamples illustrate, aP4Runtimeservermust accept awideassortmentof possible

binary string encodings for the same integer value. This requirement addresses P4 program upgrade
scenarios where binary string widths can expand or contract. In some P4Runtime environments, the
changes cannot bedeployed simultaneously to all P4Runtime clients and servers. Given ahypothetical
match field type change from bit<8> to bit<9>, a server running the bit<9> version of the P4 program
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P4 type Integer value P4Runtime binary string Read-write symmetry
bit<8> 99 (0x63) \x63 yes
bit<16> 99 (0x63) \x00\x63 no
bit<16> 99 (0x63) \x63 yes
bit<16> 12388 (0x3064) \x30\x64 yes
bit<16> 12388 (0x3064) \x00\x30\x64 no
bit<12> 99 (0x63) \x00\x63 no
bit<12> 99 (0x63) \x63 yes
bit<12> 99 (0x63) \x00\x00\x63 no
int<8> 99 (0x63) \x63 yes
int<8> -99 (-0x63) \x9d yes
int<8> -99 (-0x63) \xff\x9d no
int<12> -739 (-0x2e3) \xfd\x1d yes
int<16> 0 (0x0) \x00\x00 no
int<16> 0 (0x0) \x00 yes

Table 4. Examples of Valid Bytestring Encoding

P4 type P4Runtime binary string
bit<8> \x01\x63

bit<8> empty string

bit<16> \x01\x00\x63

bit<12> \x10\x63

bit<12> \x01\x00\x63

bit<12> \x00\x40\x63

int<8> \x00\x9d

int<12> \x8d\x1d

int<16> empty string

Table 5. Examples of Invalid Bytestring Encoding
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Container type
Element type header header_union struct or tuple
bit<W> allowed error allowed
int<W> allowed error allowed
varbit<W> allowed error allowed
int error error error
void error error error
error error error allowed
match_kind error error error
bool error error allowed
enum allowed1 error allowed
header error allowed allowed
header stack error error allowed
header_union error error allowed
struct error error allowed
tuple error error allowed

Table 6. P4 Type Usage

will accept requests from clients that remain on the bit<8> P4Runtime version.
Despite the server's binary string flexibility for P4 program update support, the client and server

must both remain aware of the read-write symmetry requirements. As described earlier, read-write
symmetry requires that the encoder of a P4Runtime request or reply uses the shortest strings that fit
the encoded integer values.

Representation of variable-length integer values (varbit<W> P4 type) is similar to the representa-
tion of fixed-width unsigned integers. We use a binary string, whose length is the dynamic-length of
the expression. When the value is provided by the P4Runtime client, the server must verify that the
length of the binary string is less than themaximum length specified in the P4 program, and return an
OUT_OF_RANGE error code otherwise.

8.4. Representation of Arbitrary P4 Types
8.4.1. Problem Statement

The P416 language includes more complex types than just binary strings [5]. Most of these complex
data types can be exposed to the control plane through table key expressions, Value Set lookup expres-
sions, Register (PSA extern type) value types, etc. Not supporting these more complex types can be
very limiting. Table 6 shows the different P416 types and how they are allowed to be used, as per the
P416 specification.

For example, the following P416 objects involve complex types that need to be exposed in
P4Runtime in order to support runtime operations on these objects.

Digest<tuple<bit<4>, bit<8> > >() digest_complex;

digest_complex.pack({ hdr.ipv4.version, hdr.ipv4.protocol });

// ...

header_union ip_t {
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ipv4_t ipv4;

ipv6_t ipv6;

}

Register<ip_t, bit<32> >(128) register_ip;

One solutionwould be to use only binary string (bytes type) in p4runtime.proto and to define a custom
serialization format for complex P416 types. The serialization would maybe be trivial for header types
but would require some work for header unions, header stacks, etc. For example, in the case of a PSA
Register storing header unions, a client reading from that Register would need to receive information
about which member header is valid, in addition to the binary contents of this header. Rather than
coming-upwith a serialization format from scratch, we decided to use a Protobuf representation for all
P416 types.

8.4.2. P4 Type Specifications in p4info.proto

In order for the P4Runtime client to generate correctly-formatted messages and for the P4Runtime
service implementation to validate them, P4Info needs to specify the type of each P4 expressionwhich
is exposed to the control plane. In the Register example above, client and server need to know that
each element of the register has type ip_t, which is a header union with 2 possible headers: ipv4with
type ipv4_t and ipv6 with type ipv6_t. Similarly, they need to know the field layout for both of these
header types.

To achieve this we introduce 2 main Protobuf messages: P4TypeInfo and P4DataTypeSpec.
P4TypeInfo is a top-level member of P4Info and includes Protobuf maps storing the type spec-

ification for all the named types in the P416 program. These named types are struct, header,
header_union, enum and serializable_enum; for each of these we have a type specification mes-
sage, respectively P4StructTypeSpec, P4HeaderTypeSpec, P4HeaderUnionTypeSpec, P4EnumTypeSpec and
P4SerializableEnumTypeSpec. We preserve P4 annotations for named types, which is useful to identify
well-known headers, such as IPv4 or IPv6. P4TypeInfo also includes the list of parser errors for the
program, as a P4ErrorTypeSpecmessage.

P4DataTypeSpec is meant to be used in P4Info, to specify the expected format of the P4-dependent
values being exchanged between the P4Runtime client and server. Each P4DataTypeSpecmessage cor-
responds to a compile-time type in the original P416 program (e.g. the type parameter of an extern).
This compile-time type is represented as a Protobuf oneof, which can be:

• a string representing the name of the type in case of a named type (struct, header, header_union,
enum, serializable_enum or user-defined “new” type),

• an empty Protobuf message for bool and error, or

• a Protobuf message for other anonymous types (bit<W>, int<W>, varbit<W>, tuple or stack). The
“binary string” types (bit<W>, int<W>, and varbit<W>) aregrouped together in the P4BitstringLikeTypeSpec
message, since they are the only sub-types allowed in headers and values with one of these types
are represented similarly in P4Runtime (with the Protobuf bytes type).

For all P416 compound types (tuple, struct, header, and header_union), the order of members in the re-
peatedfield of the Protobuf type specification is guaranteed to be the sameas the order of themembers
in the corresponding P416 declaration. The same goes for the order ofmembers of an enum (serializable
or not) or members of error.
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8.4.3. P4Data in p4runtime.proto

P4Runtime uses the P4Datamessage to represent values of arbitrary types. The P4Runtime client must
generate correct P4Datamessages based on the type specification information included in P4Info. The
P4Datamessagewas designed to introduce little overhead compared to using binary strings in themost
common case (P416 bit<W> type).

Just like its P4Info counterpart - P4DataTypeSpec -, P4Data uses a Protobuf oneof to represent all pos-
sible values.

We define a canonical representation for P4Data messages — therefore guaranteeing read-write
symmetry— by introducing the following requirements:

• Theorder of members in P4StructLike and theorder of bitstrings in P4Headermustmatch theorder
in the corresponding p4info.proto type specification and hence the order in the corresponding
P416 type declaration.

• An invalid header is represented by a P4Headermessage where the is_valid field is false and the
bitstrings repeated field is empty.

• An invalidheaderunion (i.e. all headers in theunionare invalid) is representedbya P4HeaderUnion
message where the valid_header_name is the empty string (default value for the field) and the
valid_header is unset.

• The order of entries in P4HeaderStack and P4HeaderUnionStack is from element at index 0 of the
stack to last element of the stack, in ascending order of index. The length of the entriesfieldmust
alwaysbeequal to thecompile-timesizeof thecorrespondingP4 stackdeclaration. This size is in-
cluded in the P4Info, in the corresponding P4HeaderStackTypeSpec or P4HeaderUnionStackTypeSpec
message.

8.4.4. Example

Let's look at the Register example again:

header_union ip_t {

ipv4_t ipv4;

ipv6_t ipv6;

}

Register<ip_t, bit<32> >(128) register_ip;

Here's the corresponding entry in the P4Info message:

registers {

preamble {

id: 369119267

name: "register_ip"

alias: "register_ip"

}

type_spec {

header_union {
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name: "ip_t"

}

}

size: 128

}

type_info {

headers {

key: "ipv4_t"

value {

members {

name: "version"

type_spec {

bit {

bitwidth: 4

}

}

} # ...

headers {

key: "ipv6_t"

value {

members {

name: "version"

type_spec {

bit {

bitwidth: 4

}

}

} # ...

header_unions {

key: "ip_t"

value {

members {

name: "ipv4"

header {

name: "ipv4_t"

}

}

members {

name: "ipv6"

header {

name: "ipv6_t"

}

}

}

}
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}

Here's a p4.WriteRequest to set the value of register_ip[12]:

update {

type: INSERT

entity {

register_entry {

register_id: 369119267

index {

index: 12

}

data {

header_union {

valid_header_name: "ipv4"

valid_header {

is_valid: true

bitstrings: "\x04"

bitstrings: # ...

}

}

}

}

}

}

8.4.5. enum, serializable enum and error

P416 supports 2 different classes of enumeration types: without underlying type (safe enum) and with
underlying type (serializable enum or “unsafe” enum) [7]. For enum types with no underlying type —
as well as error— there is no integer value associated with each symbolic member entry (whether as-
signed automatically by the compiler or directly in the P4 source). We therefore use a human-readable
string in P4Data to represent enum and error values.

Serializable enum types have an underlying fixed-width unsigned integer representation (bit<W>).
All named enummembers must be assigned an integer value by the P4 programmer, but not all valid
numeric values for the underlying type need to have a corresponding name. P4TypeInfo includes the
mapping between entry name and entry value. When providing serializable enum values through
P4Data, onemust use the assigned integer value (enum_value bytestring field). P4Runtime does not pro-
vide a way for the client to use the name — even when the enum member has one — instead of the
value, as it makes it easier for the server to respect the read-write symmetry principle.

8.4.6. User-defined types

P416 enables programmers to introduce new types [13]. While similar to typedef, this mechanism in-
troduces in fact a new type, which is not a strict synonym of the original type. It is important to pre-
serve this distinction in the P4Info message, in particular for the purposes of translation. When intro-
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ducing a new type, the declaration can be annotated with @p4runtime_translation to indicate that the
type exposed to the P4Runtime client is different from the original P4 type. One important use-case
is for port numbers, whose underlying data plane representationmay vary on different targets, but for
which it may be convenient to present a unified representation and numbering scheme to the control
plane. The @p4runtime_translation annotation can only be used if the underlying P4 built-in type is a
fixed-width unsigned bitstring type (bit<W>). The type exposed to the control plane (referred to as the
controller_type) can be either a fixed-width unsigned bitstring, with a potentially different bitwidth, or
a string. The annotation takes two parameters: a URI (Uniform Resource Identifier) which uniquely
identifies the translation being performed on entities of the new type to the P4Runtime server and the
controller_type of the values exposed to the control plane. The controller_type can be either bit<W>
where W is any positive integer, or string, or a positive integer Wwhich has the samemeaning as bit<W>.
Specifying just an integer is deprecated.

It is recommended that the URI includes at least the P4 architecture name and the type name.
A @p4runtime_translation annotation need not have any effect if it is used to annotate anything in

a P4 program other than a type declaration. It is recommended that P4 development tools have an
option to issue a warning if such an annotation is used in a part of a P4 programwhere it has no effect.

User-defined types are specified using the P4NewTypeSpecmessage, which has the following fields:

• representation, a Protobuf oneof specifying how values of this type are exchanged between client
and server; it can be either:

– original_type, if and only if no @p4runtime_translation annotation is present. It specifies
the underlying built-in P4 type for the user-defined type. If the underlying type used in the
P4 type declaration is itself a user-defined type, original_type is obtained by “walking” the
chain of type declarations recursively until a built-in type (e.g. bit<W>) is found.

– translated_type, if andonly if theP4 typedeclarationwasannotatedwith @p4runtime_translation.
It is of type P4NewTypeTranslation, which itself has two fields— uri and either sdn_string or
sdn_bitwidth—, whichmap to the two input parameters to the annotation.

• annotations, a repeated field of strings, each one representing a P4 annotation associated to the
type declaration.

For example, an architecture— in this case PSA—may introduce a new type for port numbers:

// Controller refers to ports as a string, e.g. "eth0".

@p4runtime_translation("p4.org/psa/v1/PortId_String_t", string)

type bit<9> PortId_String_t;

// Controller refers to ports as a 32-bit integer, e.g. 0xffffffff.

@p4runtime_translation("p4.org/psa/v1/PortId_Bit32_t", bit<32>)

type bit<9> PortId_Bit32_t;

// Same as above.

@p4runtime_translation("p4.org/psa/v1/PortId_32_t", 32)

type bit<9> PortId_32_t;

In this case, the P4Info message would include the following P4TypeInfomessages:
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type_info {

new_types {

key: "PortId_String_t"

value { # P4NewTypeSpec

translated_type { # P4NewTypeTranslation

uri: "p4.org/psa/v1/PortId_String_t"

sdn_string: {}

}

}

}

}

type_info {

new_types {

key: "PortId_Bit32_t"

value { # P4NewTypeSpec

translated_type { # P4NewTypeTranslation

uri: "p4.org/psa/v1/PortId_Bit32_t"

sdn_bitwidth: 32

}

}

}

}

type_info {

new_types {

key: "PortId_32_t"

value { # P4NewTypeSpec

translated_type { # P4NewTypeTranslation

uri: "p4.org/psa/v1/PortId_32_t"

sdn_bitwidth: 32

}

}

}

}

Note that a P4 compiler may provide a mechanism external to the language to specify if and how a
user-defined type is to be translated (e.g. through someconfigurationfile passedon the command-line
when invoking the compiler). This mechanism should take precedence over @p4runtime_translation
to enable users to overwrite annotations included as part of the P4 architecture definition.

8.4.7. Trade-off for v1.x Releases

For the v1.x release ofs P4Runtime, it was decided not to replace occurrences of bytes with P4Data in
the p4.v1.FieldMatch message, which is used to represent table and Value Set entries. This is to avoid
breaking pre-v1.0 implementations of P4Runtime. Similarly it has been decided to keep using bytes
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to provide action parameter values and controller metadata values. However P4Data is used whenever
appropriate for PSA externs and we encourage the use of P4Data in architecture-specific extensions.

In order to support translation for action parameters andmatch fields, we include a type_name field
in p4.config.v1.MatchField, p4.config.v1.Action.Paramand p4.config.v1.ControllerPacketMetadata.Metadata.
In addition, the bitwidth field for all of these message types must abide by the following rule when
type_name names a translated user-defined type:

• If the controller_type is a fixed-width unsigned bitstring, the bitwidth field must be set to the
bitwidth of the controller_type. This information is redundant with the one included in the
P4TypeInfo entry for the user-defined type, but we believe that it may simplify P4Runtime server
implementations by making this information more readily available. We also believe that using
the bitwidth of the underlying type here would be inappropriate as it would make the P4Info
message target-dependent.

• Otherwise (i.e., if the controller_type is a string), the bitwidthmust be “unset”, which, in Protobuf
version 3, is the same as setting the field to 0.

For example, consider the followingP4 snippet, whichdeclares a P4 tablematching on two expressions
with translated user-defined types:

@p4runtime_translation("p4.org/psa/v1/PortId_String_t", string)

type bit<9> PortId_String_t;

@p4runtime_translation("p4.org/psa/v1/PortId_Bit32_t", bit<32>)

type bit<9> PortId_Bit32_t;

@name(".t")

table t {

key = {

meta.port1: exact; // meta.port1 has type PortId_String_t

meta.port2: exact; // meta.port2 has type PortId_Bit32_t

}

actions = {

drop;

}

}

This table would have the following representation in the generated P4Info message:

tables {

preamble {

id: 34728461

name: "t"

alias: "t"

}

match_fields {

id: 1
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name: "meta.port1"

# notice that bitwidth is unset

match_type: EXACT

type_name {

name: "PortId_String_t"

}

}

match_fields {

id: 2

name: "meta.port2"

bitwidth: 32

match_type: EXACT

type_name {

name: "PortId_Bit32_t"

}

}

# ...

}

9. P4 Entity Messages
P4Runtime covers P4 entities that are either part of the P416 language, or defined as PSA externs. The
sections below describe the messages for each supported entity.

9.1. TableEntry

Thematch-action table is the core packet-processing construct of the P4 language. It consists of a col-
lectionof table entries, or flow rules, eachmapping a key value to aP4action alongwith input values for
the action's parameters. Packets are looked-up in the table by matching them against the flow rules.
In case of a match, the corresponding action is applied on the packet, otherwise, a default action is
applied. The exact behavior of P4 tables is described in the P4 specification.

P4Runtime supports inserting, modifying, deleting and reading table entries with the TableEntry

entity, which has the following fields:

• table_id, which identifies the table instance; the table_id is determined by the P4Info message.

• match, a repeated field of FieldMatchmessages. Each element in the repeated field is used to pro-
vide a value for the corresponding element in the key property of the P4 table declaration.

• action, which indicates which of the table's actions to execute in case of match and with which
argument values.

• priority, a 32-bit integer used to order entries when the table's match key includes an optional,
ternary or range match.

• controller_metadata, a 64-bit cookie valuewhich is opaque to the target. There is no requirement
of where this is stored, but it must be returned by the server along with the rest of the entry when
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the client performs a read on the entry. This is deprecated in favor of the more flexible metadata

field.

• metadata, an arbitrary bytes valuewhich is opaque to the target. There is no requirement ofwhere
this is stored, but itmust be returned by the server alongwith the rest of the entrywhen the client
performs a read on the entry.

• meter_config, which isused to readandwrite theconfiguration for thedirectmeter entry attached
to this table entry, if any. See Direct resources section for more information.

• counter_data, which is used to read and write the value for the direct counter entry attached to
this table entry, if any. See Direct resources section for more information.

• meter_counter_data, which is used to read and write the per-color counter values for the direct
meter entry attached to this table entry, if any. SeeDirect resources section formore information.

• is_default_action, a boolean flag which indicates whether the table entry is the default entry for
the table. See Default entry section for more information.

• idle_timeout_ns and time_since_last_hit, which are two fields used to implement idle-timeout
support for the table, if applicable. See Idle-timeout section for more information.

• is_const, a boolean value that is true if and only if the entry cannot bemodified or deleted by the
client.

The priority field must be set to a non-zero value if the match key includes a ternary match (i.e. in
the case of PSA if the P4Info entry for the table indicates that one or more of its match fields has an
OPTIONAL, TERNARY or RANGE match type) or to zero otherwise. A higher priority number indicates that
the entry must be given higher priority when performing a table lookup. Clients must allow multiple
entries to be added with the same priority value. If a packet canmatchmultiple entries with the same
priority, it is not deterministic in the data plane which entry a packet will match. If a client wishes to
make the matching behavior deterministic, it must use different priority values for any pair of table
entries that the same packet matches.

The match and priority fields are used to uniquely identify an entry within a table. Therefore, these
fields cannot bemodified after the entry has been inserted andmust be provided for MODIFY and DELETE

updates. When deleting an entry, these key fields (along with is_default_action) are the only fields
considered by the server. All other fields must be ignored, even if they have nonsensical values (such
as an invalid action field). In the case of a keyless table (the table has an empty match key), the server
must reject all attempts to INSERT amatch entry and return an INVALID_ARGUMENT error.

The number of match entries that a table should support is indicated in P4Info (size field of Ta-
ble message). The guarantees provided to the P4Runtime client are the same as the ones described
in the P416 specification for the size property [36]. In particular, some implementations may not be
able to always accommodate an arbitrary set of entries up to the requested size, and other implemen-
tations may provide the P4Runtime client with more entries than requested. The P4Runtime server
must return RESOURCE_EXHAUSTEDwhen a table entry cannot be inserted because of a size limitation. It is
recommended that, for the sake of portability, P4Runtime clients do not try to insert additional entries
once the size indicated in P4Info has been reached.

The is_const field must be false in any INSERT, MODIFY, or DELETE write request of a table entry. If it
is true, the server must reject the operation and return an INVALID_ARGUMENT error.
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9.1.1. Match Format

The bytes fields in the FieldMatchmessage follow the format described in Bytestrings.
For “don't care” matches, the P4Runtime client must omit the field's entire FieldMatch entry when

building the match repeatedfield of the TableEntrymessage. This requirement leads to smaller Protobuf
messages overall, while enabling a canonical representation for “don't care”matches, which is needed
to ensure read-write symmetry. For PSAmatch types, a “don't care”match for a specificmatch key field
is defined as follows:

• For a TERNARYmatch, it is logically equivalent to a mask of zeros.

• For a OPTIONALmatch, it is logically equivalent to a wildcard match.

• For an LPMmatch, it is logically equivalent to a prefix_len of zero.

• For a RANGE match, it is logically equivalent to a range which includes all possible values for the
field.

Note that there is no “don't care” value for EXACTmatches and therefore exactmatch fields can never be
omitted from the TableEntrymessage.

The following example shows a P4Runtime message that treats a TERNARY field as a “don't care”
match. The P4 program defines table twith TERNARY and EXACT fields in its match key:

table t {

key = {

hdr.ipv4.dip: ternary;

istd.ingress_port: exact;

}

actions = {

drop;

}

}

In this P4Runtime request, the client omits the table's TERNARYfield from the repeated matchfield to indi-
cate a “don't care”match. As shownbelow, the match specifies only the EXACT field given by field_id: 2.

device_id: 3

entities {

table_entry {

table_id: 33554439 # Table t's ID.

match {

# field_id 1 is not present to use the don't care ternary value.

field_id: 2

exact {

value: "\x20"

}

}

action {
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# Action selection goes here.

}

}

}

For everymember of the TableEntry repeated matchfield, field_idmust be a valid id for the table, as per
the P4Info, and one of the fields in field_match_typemust be set. We summarize additional constraints
which depend on the match-type in the following list. If any one of them is violated, the P4Runtime
server must return an INVALID_ARGUMENT error code.

• EXACTmatch

– The binary string encoding of the value must conform to the Bytestrings requirements.

assert(BytestringValid(match.exact().value()))

• LPMmatch

– The binary string encoding of the value (when present) must conform to the Bytestrings
requirements.

– “Don't care” matchmust be omitted.
– “Don't care” bits must be 0 in value.

assert(BytestringValid(match.lpm().value()))

pLen = match.lpm().prefix_len()

assert(pLen > 0)

trailing_zeros = countTrailingZeros(match.lpm().value())

assert(trailing_zeros >= field_bits - pLen)

• TERNARYmatch

– Thebinary string encoding of the value (whenpresent) andmask (whenpresent)must con-
form to the Bytestrings requirements.

– “Don't care” matchmust be omitted.
– Masked bitsmust be 0 in value. This constraint taken together with the Bytestrings require-

ments means that the value's binary string is never longer than the mask's binary string.
When the value's string is shorter than themask string, themost-significant value bits need
zero-padding before any logical operations with the mask.

assert(BytestringValid(match.ternary().value()))

assert(BytestringValid(match.ternary().mask()))

assert(match.ternary().value().size() <= match.ternary().mask().size());

value = parseInteger(match.ternary().value())
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mask = parseInteger(match.ternary().mask())

assert(mask != 0)

assert(value & mask == value)

• RANGEmatch

– The binary string encoding of the low bound (when present) and high bound (when
present) must conform to the Bytestrings requirements.

– Low boundmust be less than or equal to the high bound.
– “Don't care” matchmust be omitted.

assert(BytestringValid(match.range().low()))

assert(BytestringValid(match.range().high()))

low = parseInteger(match.range().low())

high = parseInteger(match.range().high())

assert(low <= high)

assert(low != min_field_value || high != max_field_value)

• OPTIONALmatch

– The binary string encoding of the value must conform to the Bytestrings requirements.

assert(BytestringValid(match.optional().value()))

9.1.2. Action Specification

The TableEntry actionfieldmust be set for every INSERTupdate butmay be left unset for MODIFYupdates,
in which case the action specification for the table entry will not bemodified (if a MODIFY update has an
unset action field and does notmodify any direct resource attached to the table then the MODIFY update
is a no-op). Based on the implementation property value of the P4 table, the oneof in the TableAction

message will either be:

• an Action specification for direct tables (with no P4 implementation property)

• an action profilemember id for indirect tables for which the implementation property is an action
profile with no selector.

• an action profilemember id or group id for indirect tables for which the implementation property
is an action profile with selector.

• an ActionProfileActionSet specification for indirect tables for which the implementation property
is an action profile with selector. This usage is described in One Shot Action Selector Program-
ming
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If the oneofdoesnotmatch the tabledescription in theP4Info (e.g. the oneof is action_profile_member_id
for a direct table), the server must return an INVALID_ARGUMENT error code.

The Action Protobuf message has the following fields:

• action_id, which identifies the action instance; the action_id is determined by the P4Info mes-
sage andmustmatch one of the possible action choices for the table, or the servermust return an
INVALID_ARGUMENT error code. If the client uses a valid action_id for the table but does not respect
the action scope specified in P4Info (e.g. tries to set a TABLE_ONLY action as the default action), the
server must return a PERMISSION_DENIED error code.

• params: a repeated Protobuf field of action parameter values, each encoded as a Param message.
For each parameter, param_idmust be valid for the action (as per the P4Info) and valuemust fol-
low the formatdescribed inBytestrings. TheP4Runtimeclientmust provide a valid value for each
parameter of the P4 action; we do not support default values for action parameters. The server
must return an INVALID_ARGUMENT error code if a parameter id is missing, if an extra parameter —
id not found in the P4Info—was provided by the client, if a parameter value is missing, or if the
value provided for one of the parameters does not conform to the Bytestrings format.

For indirect tables, if the P4Runtime client provides amember or group idwhich has not been inserted
in the corresponding action profile instance yet, the P4Runtime server must return a NOT_FOUND error
code.

9.1.3. Default Entry

According to theP4 specification, thedefault entry for a table is always set. It canbe set at compile-time
by the P4 programmer—or defaults to NoAction (which is a no-op) otherwise— and assuming it is not
declared as const, can bemodified by the P4Runtime client. Because the default entry is always set, we
do not allow INSERT and DELETE updates on the default entry and the P4Runtime server must return an
INVALID_ARGUMENT error code if the client attempts one.

The default entry is identified by setting the is_default_action boolean field to true. When this flag
is set to true, the repeated match field must be empty and the priority field must be set to zero, oth-
erwise the P4Runtime server must return an INVALID_ARGUMENT error code. When performing a MODIFY

update on the default entry, the client can either provide a valid action for the table or leave the ac-
tion field unset, in which case the default entry will be reset to its original value, as defined in the P4
program. When resetting the default entry, its controller_metadata and metadata value as well as the
configurations for its direct resources will be reset to their defaults. If the default entry is constant (as
indicated by the P4 programand the P4Infomessage), the servermust return a PERMISSION_DENIED error
code if the client attempts to modify it.

Apart from the above restrictions, the default entry is treated like a regular entry, including with
regards to direct resources.

In this P4Runtime release, we have decided to restrict the default entry for indirect tables— tables
with an ActionProfile or ActionSelector implementation property— to a constant NoAction action entry,
with the hope that it would simplify the implementation of the P4Runtime service.

9.1.4. Constant Tables

Constant tables are defined as tables whose match entries are immutable. They are identified by the
table property const entries in the P416 source code. In the P4Info, such tables have is_const_table
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equal to true, and if the list of entries in the source code has at least one entry in it, they also have
has_initial_entries flag equal to true. For tables declared with the entries property, without const
before entries see Section 9.1.5.

The only write updates which are allowed for constant tables are MODIFY operations on direct re-
sources, and the default action (assuming the default action itself is not constant). If the P4Runtime
client attempts to perform any other kind of write update on a constant table the server must return
a PERMISSION_DENIED error. Just like any table entry MODIFY request, the request must specify the match
fields and priority to identify the table entry. Because the action of a const entry cannot be modified,
the request may not specify an action, even if the action is equal to the existing action. If an action is
specified, the switch will return a PERMISSION_DENIED error.

Thecontents of const tables canbequeriedby the client througha ReadRequest. When reading static
(immutable) entries from a constant table, the following fields must be set by the server: table_id,
match, action, is_default_action, and priority (if required). This is in addition to any direct resources
that are being queried. Idle timeouts are not supported for static entries.

When a priority value is required (e.g. for tables including RANGE, TERNARY or OPTIONAL matches), it
is inferred based on the order in which entries appear in the table declaration. As of August 2023, the
open source p4c compiler always assigns entry priority values in a constant table with N entries starting
at N for the first entry and decrementing the value by 1 for each successive entry. The P416 language
specification does not preclude the P4 developer from explicitly specifying priorities for entries in con-
stant tables, but p4c does not yet support this.

9.1.5. Preinitialized tables

Preinitialized tables are those defined with an entries table property in the P416 source code, with
no const qualifier before entries, and at least one entry in that list. In the P4Info, such tables have
has_initial_entries flag equal to true, but is_const_table is false. For tables declared with const en-

tries, see section on Constant Tables.
Every P4 table falls into one of three categories:

• Normal table: Neither entries nor const entries are declared in the source code, and thus
is_const_table and has_initial_entries will both be false. A corner case is that if it has en-

tries = { } with no const before entries, i.e. an empty list of entries, that is also a normal
table.

• Constant table: The table has const entries declared, and thus a separate entries property is
not permitted by the language. Such a table will have is_const_table true. Such a table will have
has_initial_entries true if there is at least one entry in the source code, or false if the list is empty.

• Preinitialized table: The table has entries declared, and thus a separate const entries property
is not permitted by the language. It also has at least one entry in the list. Such a table will have
is_const_table false and has_initial_entries true.

A preinitialized table is allowed to have a mix of some entries marked const, and other entries not
marked const.

Entries not marked const may be modified or deleted, just as a client may do for any entry in a
normal table.

Entries marked const behave like entries in a constant table, i.e. only MODIFY operations on direct
resources are allowed.

Unlikea tablewith is_const_table = true, a clientmay insert entries intoa tablewith has_initial_entries = true
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and is_const_table = false, subject to capacity constraints on the number of entries supported by the
target for the table.

The contents of preinitialized tables can be queried by the client through a ReadRequest. The server
fills in the samefields in the response as it does for constant tables, as described in section onConstant
Tables, and with the same restrictions on table features supported.

If the table requires a priority value for entries, the priorities of the initial entries are determined
according to the P416 language specification. After the P4 program is initially loaded, the entries not
marked const can bemodified at run time just as table entries in a normal table can.

The contents of all table entries within the entries table properties in a P4 program can be written
to a separate output file by the open source p4c compiler. See Section A.5 for details.

9.1.6. Wildcard Reads

When performing a ReadRequest, the P4Runtime client can select all entries from one or all tables on
the target and use several of the TableEntry fields to filter the results, much likewhen performing a SQL
request. For each field that can be used to filter the result, the client may use the default value for the
field to act as a wildcard. This default value is zero for scalar fields such as priority and “unset” for
message fields such as match. The following fields may be used to select and filter results:

• table_id: If default (0), entries from all tables— including constant tables—will be selected and
no other filter can be used. Otherwise only the specified table will be considered.

• match: If default (unset), all entries from the specified tablewill be considered. Otherwise, results
will be filtered based on the provided match key, which must be a valid match key for the table.
Thematch will be exact, whichmeans at most one entry will be returned.

• action: If default (unset), all entries from the specified table will be considered. Otherwise, the
client can provide an action_id (for direct tables), whichwill be use to filter table entries. For this
P4Runtime release, this is the only kind of action-based filtering we support: the client cannot
filter based on action parameter values and cannot filter indirect table entries based on action
profile member id / action profile group id.

• priority: If default (0), all entries from the specified table will be considered. Otherwise, results
will be filtered based on the provided priority value.

• controller_metadata: If default (0), all entries from the specified table will be considered. Other-
wise, results will be filtered based on the provided controller_metadata value.

• metadata: If default (empty byte string), all entries from the specified table will be considered.
Otherwise, results will be filtered based on the provided metadata value.

• is_default_action: If default (false), all non-default entries from the specified table will be con-
sidered. Otherwise, only the default entry will be considered.

• role: If default (unset), all table entrieswill be considered. Otherwise, table entrieswill befiltered
based on the provided role value.

For example, in order to read all entries from all tables from device 3, the client can use the following
ReadRequestmessage.

device_id: 3

entities {

table_entry {

table_id: 0

62



priority: 0

controller_metadata: 0

metadata: ""

}

}

In order to read all entries with priority 11 from a specific table (with id 0x0212ab34) fromdevice 3, the
client can use the following ReadRequestmessage:

device_id: 3

entities {

table_entry {

table_id: 0x0212ab34

priority: 11

controller_metadata: 0

metadata: ""

}

}

The canonical representation of “don't care” matches, combined with the ability to do a wildcard read
on all table entries by leaving the match field unset, means that there exists a specific ambiguous case in
which the samemessage couldbeused toeither reada single “don't care” entryor todoawildcard read.
If a table has no fields withmatch kind EXACT, it is possible via P4Runtime to add an entry that is “don't
care” for all fields (i.e. has an empty match field) but is not the default entry (i.e. is_default_action is
false). When reading this entry from the table, there is no way to read only that entry from the table,
because it would require providing an unset match field in the request, which in turn indicates that the
client wishes to perform a wildcard read on all non-default entries. Consider the following example
which uses a table with a single LPMmatch:

table t {

key = {

hdr.ipv4.dip: lpm;

}

actions = {

drop; fwd;

}

}

The following WriteRequestmessage can be used to add 2 entries:

device_id: 3

entities {

table_entry { # don't care entry

table_id: 0x0212ab34

# ...

}
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table entry {

table_id: 0x0212ab34

match {

field_id: 1

lpm {

value: 0x0a000000

prefix_len: 8

}

# ...

}

}

The first entry is a “don't care” entry, while the second one matches all 10.0.0.0/8 addresses. The sec-
ond entry has higher priority than the first one.

The following ReadRequestmessagewill return all entries in the table, not just the “don't care” entry.

device_id: 3

entities {

table_entry {

table_id: 0x0212ab34

}

}

This issue also exists for tables with TERNARY, RANGE, and OPTIONAL matches. However, in this case the
priority is also taken into account for wildcard reads, and because a priority of 0 is not valid, in practice
only the entrieswith the samepriority as the “don't care” entrywill be returned to the client. If the client
uses distinct priority values for all entries — which is strongly recommended to achieve deterministic
behavior —, then there is no ambiguity because the wildcard read will actually return a single entry
(the “don't care” entry) as long as the priority field is set to the correct value.

9.1.7. Direct Resources

In addition to the DirectCounterEntry and DirectMeterEntry entities, P4Runtime support reading and
writing direct resources as part of the TableEntrymessage. This is convenient for two reasons:

• A table entry and its direct resources can be read with a single entity when doing a Read RPC call

• The initial configuration for an entry's direct resources can be specified when the entry is in-
serted. Thismay enable the target to add the table entry and configure the direct resources in an
atomic fashion if supported. When the table has a direct meter, this may help guarantee that the
lifetime of the meter entry is the same as the lifetime of the table entry, and that there is no time
gap during which data plane traffic can “hit” the table entry without executing the appropriate
meter entry.

Once the table entry has been inserted, the P4Runtime client is free to use the DirectCounterEntry and
DirectMeterEntrymessages for read and write operations on DirectCounter and DirectMeter instances.
For example, it is usually more convenient as well as more efficient to use DirectCounterEntry to query
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a counter entry value rather than use TableEntry, assuming the client is not interested in reading other
table entry properties as well, such as the controller metadata cookie or the action entry.

The PSA specification states that when a table is assigned a direct resource (meter or counter), this
direct resource does not need to be “executed” in every action bound to the table. It is an error to
provide a direct resource configuration in a TableEntry message when programming an action that
does not execute the direct resource, and the server must return an INVALID_ARGUMENT error code.

We leverage Protobuf's ability to differentiate between set and unset fields to give the P4Runtime
client fined-grained control over how direct resources are read and written through the TableEntry

message. The list below describes how the server must handle the meter_config, counter_data and me-

ter_counter_data fields for read and write requests, based on whether the fields are set or not. We do
not cover error cases in the list, i.e. we assume that we are dealing with a table which is assigned a
direct counter / a direct meter, and that the action being used for the table entry “executes” the direct
resource appropriately.

• meter_config field

– WriteRequest (INSERT)

∗ if unset: The initial configuration for the meter entry is the default (meter returns
GREEN for all packets).

∗ if set: The initial configuration for the meter entry is the one provided by the client.

– WriteRequest (MODIFY)

∗ if unset: The meter entry's configuration is reset to the default (meter returns GREEN
for all packets).

∗ if set: The value provided by the client is used to re-configure the meter entry.

– ReadRequest

∗ if unset: The response does not include the meter entry's configuration (meter_config
is unset in the response).

∗ if set: If themeter entry's configuration is the default configuration, meter_config is un-
set in the response. Otherwise, the response includes the meter entry's configuration
thatwaswrittenby the client earlier. This respects the “read-write symmetry” principle.

• counter_data field

– WriteRequest (INSERT)

∗ if unset: The initial value for the counter entry is the default (0).
∗ if set: The initial value for the counter entry is the one provided by the client.

– WriteRequest (MODIFY)

∗ if unset: The counter entry's value is not changed.
∗ if set: The value provided by the client is written to the counter entry.

– ReadRequest

∗ if unset: The response does not include the counter entry's value (counter_data is unset
in the response).
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∗ if set: The response includes the counter entry's value read from the target.

• meter_counter_data field

– WriteRequest (INSERT)

∗ if unset: The initial value for all 3 counter entries is the default (0).
∗ if set: The initial value for all 3 counter entries is the default (0). Sub-field, if any, can

only have zero (0) as its value. INVALID_ARGUMENT error is returned for any non-zero sub-
field value.

– WriteRequest (MODIFY)

∗ if unset: All the 3 counter entries are unchanged.
∗ if set: All the 3 counters are reset to 0. Sub-field, if any, can only have zero (0) as its

value. INVALID_ARGUMENT error is returned for any non-zero sub-field value.

– ReadRequest

∗ if unset: The response does not include counter values (meter_counter_data is unset in
the response).

∗ if set: The response includes all the 3 counter values read from the target.

In its default configuration, ameter returns the GREEN color for every packet when it is executed. This
default configuration can be achieved by leaving the meter_config field unset when inserting or modi-
fying a table entry. Whenmodifying a table entry, if the P4Runtime client wishes tomaintain the same
meter configuration, it needs to beprovided again in the TableEntrymessage (i.e. the meter_configfield
must be set to match the existing configuration).

9.1.8. Idle-timeout

P4Runtime supports idle timeout for table entries. When adding a table entry, the client can specify a
Time-To-Live (TTL) value. If at any time during its lifetime, the data plane entry is not “hit” (i.e. not
selected by any packet lookup) for a lapse of time greater or equal to its TTL, the P4Runtime should,
with best effort, generate a stream notification— using the IdleTimeoutNotificationmessage— to the
primary client, which can then take action, such as remove the idle table entry.

Two fields of the TableEntry Protobuf message are used to implement idle timeout:

• idle_timeout_ns: the configured TTL for the table entry in nanoseconds. A value of 0 means that
the entry never expires, i.e. no IdleTimeoutNotification message will ever be generated for this
entry. When a client reads a TableEntry, this field will be included in the response and the value
must match exactly the one set by the client when inserting or modifying the entry.

• time_since_last_hit: a Protobufmessagewith a singlefield (elapsed_ns) used to indicate the time
in nanoseconds elapsed since the last time the data plane entrywas hit. The time_since_last_hit
fieldmust be unset for a TableEntrywrite. When reading a table entry, time_since_last_hitmust
be set in the response if and only if it was set (to an empty message) in the request. If the field is
set in the request, it must be set to the correct value in the response even if the TTL value for the
entry is 0.
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These fields can only be set if idle timeout is supported for the table, as per the P4Info message. If
idle timeout is not supported by the table, the P4Runtime servermust return an INVALID_ARGUMENT error
code if at least one of these conditions is met:

• idle_timeout_ns is set to a non-zero value, or
• time_since_last_hit is set

The target should do its best to approximate the idle_timeout_ns value provided by the client. For
example, most targets may not be able to accommodate arbitrarily small values of TTL, in which
case they should use the smallest value they can support, rather than reject the TableEntry write with
an error code. Similarly, each target should do its best to provide reasonably-accurate values for
time_since_last_hit.

P4Runtime does not support idle timeout for default entries. When the is_default_action flag
is set in a TableEntry message, idle_timeout_ns must be set to 0 (default) and time_since_last_hit

must be unset. If the server receives a TableEntry message which violates this, it must return an
INVALID_ARGUMENT error.

For more information about idle timeout, in particular regarding IdleTimeoutNotification, please
refer to the Table idle timeout notifications section.

9.2. ActionProfileMember & ActionProfileGroup

P4Runtimedefines anAPI for programmingaPSAActionProfile externusing ActionProfileMembermes-
sages. A PSA ActionSelector extern can be programmed using both ActionProfileMember and Action-

ProfileGroupmessages. PSA supports tables that can be implementedwith an action profile or selector
instance. Such tables are referred to as indirect tables, in contrast to direct tables, whose entries are di-
rectly bound to anaction instance. The followingP4 snippet illustrates an indirect table t for L3 routing,
implemented with an action selector as.

ActionSelector(HashAlgorithm.crc32,

/*size = */ 32w1024,

/*output_width = */ 32w10) as;

action set_nhop(PortId_t p, EthAddr smac, EthAddr dmac) {

istd.egress_port = p;

hdr.ethernet.smac = smac;

hdr.ethernet.dmac = dmac;

}

table t {

key = {

hdr.ipv4.dip: lpm; // LPM on destination IP address

}

actions = {

set_nhop;

}

implementation = as;

}
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When programming table t in the example above, a P4Runtime client should specify the TableAction

in the TableEntry to be a reference to either an action profilemember or group. The reference is a non-
zero uint32 identifier that uniquely identifies a member or group programmed in the action selector
as.

If a table entry in an indirect table with an ActionProfile implementation is hit, then the corre-
sponding table action gives amember id. Themember table is looked up with themember id, and the
corresponding action specification is used to modify the packet or its metadata.

If a table entry in an indirect table with an ActionSelector implementation is hit, then the corre-
sponding table action gives either a member id or a group id. For a member id, the member table in
the selector is looked up, and the corresponding action specification is used to modify the packet or
its metadata. For a group id, a hash algorithm, defined in the P4 ActionSelector specification is used
to obtain a member id from the set of members in the group. For example, the hash algorithm in the
P4 example above is 32-bit CRC. The obtained member id is used to look up the member table in the
selector and obtain the action specification, which is then used to modify the packet or its metadata.

9.2.1. Action Profile Member Programming

Actionprofilemembers are entries in theActionProfileorActionSelector andare referencedbya uint32
identifier that is bound to an action specification. An action profile member for an ActionProfile or
ActionSelector extern instance may be bound only to the actions that appear in the actions attribute
of the table implemented using the extern instance. If multiple table implementations share an extern
instance, then the actions attributes of the tables must have an identical list of P4 actions. The IDs of
the tables implemented with a selector will appear in P4Info as part of the ActionProfile message for
the selector.

An ActionProfileMember entity update message has the following fields:

• action_profile_id is the uint32 identifier of the PSA ActionProfile or ActionSelector extern in-
stance, as defined in P4Info.

• member_id is the non-zero uint32 identifier of the action profile member entry being updated.

• action is the specification of the P4 action instance bound to the action profile member entry.

An action profile member may be inserted, modified or deleted as per the following semantics.

• INSERT: Add a new member entry bound to an eligible P4 action specification. The member id
must be different from ids of already programmed entries for that extern, or the server must
return an ALREADY_EXISTS error code. The action specification must be provided, or the server
must return INVALID_ARGUMENT. The total number of members should not exceed the maximum
specified in the P4 extern specification as a result of this insertion, or the server should return
RESOURCE_EXHAUSTED.

• MODIFY: Modify the action specification of an existing member entry. An entry with the member
idmust exist, or the servermust return NOT_FOUND, and the action specificationmust be provided,
or the server must return INVALID_ARGUMENT.

• DELETE: Delete the member entry and deallocate the member id. If the member id is not valid
the server must return a NOT_FOUND error code. Themember must not be part of an action profile
group, or the server must return FAILED_PRECONDITION. If needed, the action profile group should
first be modified to remove the member from the group. The member must not be referenced
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in the table action of any table entry, or the server must also return FAILED_PRECONDITION. ac-
tion_profile_id and member_id are the only fields that are considered when performing a DELETE

and every other field will be ignored.

When reading, an ActionProfileMember message with action_profile_id and member_id equal to 0 will
read all members of all ActionProfile and ActionSelector objects. A message with action_profile_id

equal to the id of an existing ActionProfile or ActionSelector object, and a member_id equal to 0, will
read all members of that specified object.

9.2.2. Action Profile Group Programming

Action profile groups are entries in an ActionSelector and are referenced by a uint32 identifier that
is bound to a set of action profile members already programmed in the selector. The action profile
members in a groupmust be bound to actions of the same type.

Within a single ActionSelector object, the uint32 values used to identify its members are in a sep-
arate ‘scope’ from the uint32 values used to identify its groups. That is, the id 5 can simultaneously be
used within a single ActionSelector object to identify a member 5, and a group 5.

There is not a separate scope within each group for member ids. For example, if at the same time
bothgroups5and10containmember6, theactionassociatedwithmember6 is theaction for all groups
containing member 6. Modifying the action associated with member 6 updates the behavior of all
groups containing it.

An ActionProfileGroup entity update message has the following fields:

• action_profile_id is the uint32 identifier of the PSAActionSelector extern instance, as defined in
P4Info.

• group_id is the non-zero uint32 identifier of the action profile group entry being updated.

• members is a repeated field defining the set of members that are part of the group. For eachmem-
ber in a group, the controller must define the following fields:

– member_id for looking up the member table in the selector.
– weight specifying theprobability of themember's selection at runtime. 0 is not a valid weight

value and the server must return INVALID_ARGUMENT if the client attempts to use it.
– watch_port is the controller-defined port that the member's liveness depends on. At run-

time, the member must be excluded from selection if the watch port is down. See Section
9.2.4 for notes on the behavior if all members in a group are excluded for this reason. If
watch_port is empty, then the member is always included in the selection, regardless of the
status of any port of the device. The value must be empty or the SDN port of an existing
port on the device, otherwise the servermust return INVALID_ARGUMENT. If the target does not
support using the SDN port as a watch port (e.g. on some targets LAGs cannot be used for
this purpose), the server must return UNIMPLEMENTED.

• max_size is themaximumsumofallmembersormemberweights (asper the selector_size_semantics)
for the group. This field is defined when the group is inserted, and must not be changed in a
MODIFY update, otherwise an INVALID_ARGUMENT error is returned. See the subsection below for the
rules on setting max_size.

An action profile groupmay be inserted, modified or deleted as per the following semantics.
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• INSERT: Add a new group entry bound to a set of existing action profile members. The group_id

must be different from ids of already programmed groups for that selector, or the server must
returnan ALREADY_EXISTSerror code. Allmembers specified in thegroupmust exist in the selector,
or the server must return NOT_FOUND. P4Runtime does not explicitly limit the number of groups,
however, such limits may be imposed out-of-band by the target.

• MODIFY:Modify themember set specificationof anexistinggroupentry. Anentrywith the group_id
must exist, or the server must return NOT_FOUND. All members specified in the group entry must
exist in the selector, or the server must return NOT_FOUND. The value of max_sizemust be identical
to the value used when inserting the group, otherwise an INVALID_ARGUMENT error is returned.

• DELETE: Delete the group entry and deallocate the group_id. The groupmust not be referenced in
the table action of any table entry, or the server must return a FAILED_PRECONDITION error code. If
the group_id is invalid, the server must return NOT_FOUND. action_profile_id and group_id are the
only fields that are considered when performing a DELETE and every other field will be ignored.

When setting the groupmembershipwith INSERT or MODIFY, the members repeated fieldmust not include
duplicates, i.e. members with the same member_id. The weight field is used instead to logically “repeat”
the member inside the group.

It is explicitly allowed for the same member to be present in multiple groups at the same time. If,
as a result, an implementation “stores” the action id and parameters in the target inmultiple locations,
the server must update all of those locations when a request to modify such amember is made.

When reading, an ActionProfileGroupmessage with action_profile_id and group_id equal to 0 will
read all groups of all ActionSelector objects. A message with action_profile_id equal to the id of an
existingActionSelectorobject, anda group_idequal to0,will readall groupsof that one specifiedobject.

9.2.2.1. Rules on Setting max_size Thevalidvalues for max_sizedependon the static max_group_size
included in the P4Info message:

• If max_group_size is greater than 0, then max_size must be greater than 0, and less than or
equal to max_group_size. We assume that the target can support selector groups for which the
size of the members (as defined by selector_size_semantics) is up to max_group_size, or the
P4Runtime server would have rejected the Forwarding Pipeline Config. If max_size is greater
than max_group_size, the server must return INVALID_ARGUMENT.

• Otherwise (i.e. if max_group_size is 0), the P4Runtime client can set max_size to any value greater
than or equal to 0.

– A max_size of 0 indicates that the client is not able to specify a maximum size at group-
creation time, and the target should use the maximum value it can support. If the maxi-
mum value supported by the target is exceeded during a write update (INSERT or MODIFY),
the target must return a RESOURCE_EXHAUSTED error.

– If max_size is greater than 0 and the value is not supported by the target, the server must
return a RESOURCE_EXHAUSTED error at group-creation time.

9.2.3. One Shot Action Selector Programming

P4Runtime supports syntactic sugar to program a table, which is implemented with an action selector,
in one shot. One shot means that a table entry, an action profile group, and a set of action profile
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members can be programmed with a single update message. Using one shots has the advantage that
the controller does not need to keep track of group ids andmember ids.

One shots are programmed by choosing the ActionProfileActionSet message as the TableAc-

tion. The ActionProfileActionSet message consists of a set of ActionProfileAction messages. This
set should have cardinality no greater than max_group_size (if max_group_size is nonzero) if selec-

tor_size_semantics is sum_of_members, or else the servermust return INVALID_ARGUMENT. Each ActionPro-

fileActionmessage has the following fields:

• action is one of the actions specified by the table that is being programmed.

• weight specifying the probability of the action's selection at runtime. 0 is not a valid weight

value and the server must return INVALID_ARGUMENT if the client attempts to use it. If selec-

tor_size_semantics is sum_of_weights, then the sum of all weights across all ActionProfileAc-
tion messages for that ActionProfileActionSet message must not exceed the max_group_size

specified in the P4Info (if greater than 0), or the server must return INVALID_ARGUMENT. If selec-
tor_size_semantics is sum_of_members, the individual weight of each member must not exceed
max_member_weight (if greater than 0), or the server must return INVALID_ARGUMENT.

• watch_port is the controller-defined port that the action's liveness depends on. At runtime, the
action must be excluded from selection if the watch port is down. See Section 9.2.2 for more
details on the watch_port field, which also apply for one shot action selector programming.

Semantically, one shots are equivalent to programming the table entry, group, and members individ-
ually; with the necessary group id andmember ids bound to unused ids. An implementation is free to
implement one shots in other ways, as long as the implementationmatches the above semantics.

To preserve read-write symmetry, an implementation must answer ReadRequests with the original
one shot messages. It may not return a desugared version of the one shot message.

For example, consider the action selector table defined here. This table could be programmedwith
the following one shot update:

table_entry {

table_id: 0x0212ab34

match { /* lpm match */ }

action {

action_profile_action_set {

action_profile_actions {

action { /* set nexthop 1 */ }

weight: 1

watch_port: "\x01"

}

action_profile_actions {

action { /* set nexthop 2 */ }

weight: 2

watch_port: "\x02"

}

action_profile_actions {

action { /* set nexthop 3 */ }
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weight: 3

watch_port: "\x03"

}

}

}

}

Which would be equivalent to the following updates, where GROUP_ID, MEMBER_ID_1, MEMBER_ID_2, and
MEMBER_ID_3 are unused ids:

action_profile_member {

action_profile_id: 0x11ab12cd

member_id: MEMBER_ID_1

action { /* set nexthop 1 */ }

}

action_profile_member {

action_profile_id: 0x11ab12cd

member_id: MEMBER_ID_2

action { /* set nexthop 2 */ }

}

action_profile_member {

action_profile_id: 0x11ab12cd

member_id: MEMBER_ID_3

action { /* set nexthop 3 */ }

}

action_profile_group {

action_profile_id: 0x11ab12cd

group_id: GROUP_ID

members {

member_id: MEMBER_ID_1

weight: 1

watch_port: "\x01"

}

members {

member_id: MEMBER_ID_2

weight: 2

watch_port: "\x02"

}

members {

member_id: MEMBER_ID_3

weight: 3

watch_port: "\x03"

}

}

table_entry {

table_id: 0x0212ab34
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match { /* lpm match */ }

action { action_profile_group_id: GROUP_ID }

}

Note that when using the above method (members and groups), the client also needs to use multiple
messages to ensure correct ordering between the dependent updates. Members need to be inserted
first, then the group needs to be created, and finally the match entry can be inserted. Therefore, 3
distinct WriteRequest batches are required.

It is possible to include several ActionProfileActionmessageswith the same exact action specifica-
tion in one ActionProfileActionSet message. However, the P4Runtime client is encouraged not to do
so, as the same can be achieved by using the weight field. Note that to preserve read-write symmetry,
the servermustnot coalescemultiple ActionProfileActionmessageswith the same action specification
into one. Additionally, each action specification would count as a separate member for the purposes
of e.g. the sum_of_members group size calculation for Action Selectors.

All the tables associated with an action selector may either be programmed exclusively with one
shots, or exclusively with ActionProfileMember and ActionProfileGroupmessages. Programming some
entries with one shots, and other entries with ActionProfileMember and ActionProfileGroupmessages is
not allowed, and the server must return the error code INVALID_ARGUMENT in that case.

A P4Runtime server must support the one shot style of programming tables with an action selec-
tor implementation. Support for the ActionProfileMember and ActionProfileGroup style is optional. If
ActionProfileMember and ActionProfileGroup are not supported by a server, it must return an UNIMPLE-

MENTED error for every ActionProfileMember or ActionProfileGroupmessage that it receives.

9.2.4. Constraints on action selector programming

The PSA specification states that the following features are optional in action selector implementa-
tions [27]:

1. Support for non-empty groups where in the same group, different members are bound to differ-
ent actions.

2. Predictable data plane behavior when amatched table entry points to an empty group.

For 1., if a client tries to INSERT or MODIFY a group with members bound to different actions, the server
should return UNIMPLEMENTED if not supported by the target. This applies to the one shot style of pro-
gramming as well. We recommend that control plane implementations take into account this possible
limitation and be designed so as not to rely on this feature for the sake of portability. A target with this
restriction is also not expected to support modifying the action function of a member which is part of
one or more groups and should return UNIMPLEMENTED (modifying the action parameter values must be
supported, however).

PSA1.1 introduces the psa_empty_group_action tableproperty inorder to enable theP4programmer
to specify the action to perform on the packet when thematched table entry points to an empty action
selector group. This actionmay be different from the default action, which is performed in case of table
miss. psa_empty_group_action is one possible way to achieve property 2. in the list above. We recom-
mend that all P4Runtime implementations support this property. Note that this version of P4Runtime
doesnotprovideanymechanismtomodify thevalueof psa_empty_group_actionat runtime, so thevalue
will be constant and will either be provided by the P4 programmer or will default to NoAction. Even
when psa_empty_group_action is not implemented by the target, P4Runtime does not require the server
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to return an error codewhen the client performs an operationwhich results in an empty group, despite
the possibility for undeterministic or target-specific behavior. It is likely that future PSA versions will
make the implementation of psa_empty_group_action mandatory and that future P4Runtime versions
will provide a mechanism to change the property value dynamically. Note that the discussion above
also applies to the one shot style of programming.

The PSA specification includes a discussion on how to implement psa_empty_group_action in soft-
ware in the P4Runtime server [30].

If a P4Runtime implementation does support psa_empty_group_action, that action should be exe-
cuted when an action selector group is selected that uses the watch port feature, and everymember of
the group has a watch port that is down.

If a P4Runtime implementation does not support psa_empty_group_action, and does support the
watch port feature, we recommend that its developers document its behavior when a group effectively
becomes empty because the watch ports of all members of a group are down.

9.3. CounterEntry & DirectCounterEntry

PSA defines Counters as a mechanism for keeping statistics of bytes and packets. Statistics may be
updated as a result of an action associated with a table entry, or a direct invocation such as from a P4
control. The CounterDataP4Runtimemessage canbeused for all three types of PSA counters— PACKETS,
BYTES and PACKETS_AND_BYTES—and consists of the following fields:

• byte_count is an int64, corresponding to the number of octets.
• packet_count is an int64, corresponding to the number of packets.

message CounterData {

int64 byte_count = 1;

int64 packet_count = 2;

}

P4Runtime does not distinguish between the different PSA counter types, and allows for simultane-
ous updates of byte_count and packet_count fields, which is equivalent to specifying the counter type
PACKETS_AND_BYTES. Counters may be defined as direct or indirect (indexed) instances.

9.3.1. DirectCounterEntry

A direct counter is a direct resource associated with a TableEntry (see Direct Resources). The
counter_data field of the TableEntry message can be used to initialize the counter value at the same
time as the table entry is inserted. Once the table entry has been created, the P4Runtime client may
modify the associated direct counter entry using the DirectCounterEntrymessage. Once the table entry
is deleted the associated direct counter entry can no longer be accessed.

message DirectCounterEntry {

TableEntry table_entry = 1;

CounterData data = 2;

}

A WriteRequest may only include an Update message of type MODIFY with a DirectCounterEntry, whose
fields are specified by the client as follows:
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• the table_entry.match field must match TableEntry.match of the table entry to which this direct
counter entry is associated. If a matching TableEntry is not found, the server returns the error
code NOT_FOUND.

• data is used to set the counter value to the value specified by the client. Note that if this Protobuf
field is not set, the counter value is not modified.

Specifying DirectCounterEntry in an Update message of type INSERT or DELETE is not allowed, and the
server must return the error code INVALID_ARGUMENT in that case.

A client may use ReadRequest in two ways to read the contents of a DirectCounter:

• As a direct resource associated with a table entry, request the server to return the counter value
in the counter_data field of the TableEntrymessage (see Direct resources).

• Explicitly request the counter value by including the DirectCounterEntry in the ReadRequest. The
table_entry.match fieldmust match the TableEntrywhose counter is being read. If no such entry
is found, the server returns the error code NOT_FOUND.

9.3.2. CounterEntry

An indirect or indexed counter is not associated with a specific TableEntry and may be updated inde-
pendently of any action. It may be read or written using the P4Runtime CounterEntry message whose
fields are defined as follows:

• counter_id is a uint32, the unique identifier for the counter.

• index is a Protobuf message that encapsulates an int64, used to index into the counter array.

• data is a Protobuf message of type CounterData, which represents the counter value.

message CounterEntry {

uint32 counter_id = 1;

Index index = 2;

CounterData data = 3;

}

The CounterEntry can only be used in a WriteRequest with the MODIFY update type. The P4Runtime
server must return an INVALID_ARGUMENT error code for update types INSERT and DELETE. By default all
the counter entries in the array have default value 0.

• INSERT: Server returns the error code INVALID_ARGUMENT.
• MODIFY: Modify an indirect counter instance whose unique id is counter_id and array index is

specified by index. The counter value is set to the value specified by the client in the data field.
Note that the counter value is not modified if this Protobuf field is not set. If index is omitted all
counter values in the array will be set to the value provided by the client. The server must return
INVALID_ARGUMENT for a negative index value and OUT_OF_RANGE if the index value exceeds the size
of the counter array.

• DELETE: Server returns the error code INVALID_ARGUMENT.
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A P4Runtime client may request to read the counter values of one or more indirect counter instances
with a ReadRequestby includinga CounterEntry entity for eachof the instances, specifying the counter_id
and index. Wildcard reads are also supported as follows:

• If the counter_id field is set to 0 (default), the server returns the counter values for all indirect
counter instances in the ReadResponse.

• Otherwise, if the index field is not set, the server returns the counter values for all indirect coun-
ters in the array identified by the unique id counter_id.

9.4. MeterEntry & DirectMeterEntry

Meters are an advanced mechanism for keeping statistics, involving stateful “marking” and usually
“throttling” of packets based on configured rates of traffic. The PSAmetering function is based on the
Two Rate Three Color Marker (trTCM) defined in RFC 2698 [3]. P4Runtime clients may additionally
restrict meter usage on a table to RFC 2697's [2] Single Rate Three Color Marker (srTCM) or a simpli-
fied version of it that we call Single Rate Two Color Marker. The type of a table's meter is set by the
MeterSpec.Type as described in theMeter & DirectMeter section.

The trTCM meters an arbitrary packet stream using two configured rates — the Peak Information
Rate (PIR) and Committed Information Rate (CIR), and their associated burst sizes — and “marks” its
packets as GREEN, YELLOW or RED based on the observed rate.

The srTCMmeters an arbitrary packet stream using a single configured rate — the Committed In-
formation Rate (CIR) and its associated burst size— aswell as the Excess Burst Size (EBS) and “marks”
its packets as GREEN, YELLOW or RED based on the observed rate.

The Single Rate Two Color Marker meters an arbitary packet stream using a single configured rate
— the Committed Information Rate (CIR) and its associated burst size — and “marks” its packets as
GREEN or RED based on the observed rate.

MeterEntry& DirectMeterEntryhaveanadditionalfield counter_data thatmayholdper color counter
data for targets that support it, and thatmust always be unset for targets that donot support it. If set in a
request and unsupported by a target, an UNIMPLEMENTED error code should be returned. These counters
provide a granular list of the counters applicable to the possible meter colors GREEN, YELLOW and
RED.The counter associated with a specific color is incremented when a packet is “marked” with that
color. The primary purpose of the color counters is for debugging purposes.

A meter may be configured as a direct or indirect instance, similar to a counter. The MeterConfig

P4Runtimemessage represents meter configuration.

message MeterConfig {

int64 cir = 1; // Committed Information Rate

int64 cburst = 2; // Committed Burst Size

int64 pir = 3; // Peak Information Rate

int64 pburst = 4; // Peak Burst Size

int64 eburst = 5; // Excess burst size (only used for srTCM)

}

AMeterConfig for a trTCM typedmetermust only be accepted if eburst is unset. Otherwise, the server
should return an INVALID_ARGUMENT error.

A MeterConfig for a srTCM typed meter must only be accepted if pir and pburst are equal to cir

and cburst respectively. Otherwise, the server should return an INVALID_ARGUMENT error.

76



A MeterConfig for a Single Rate Two Color Marker typed meter must only be accepted if pir and
pburst are equal to cir and cburst respectively and eburst is unset. Otherwise, the server should return
an INVALID_ARGUMENT error.

Note: Any acceptable MeterConfig for a Single Rate Two Color Marker typed meter is also accept-
able for either of the other two meter types and will mark packets identically in all three cases. Thus,
changing themeter type from Single Rate Two ColorMarker to Single RateThree ColorMarker or Two
RateThree Color Marker is a non-breaking change.

9.4.1. DirectMeterEntry

Adirectmeter is a direct resource associatedwith a TableEntry (seeDirect resources). The meter_config
field of the TableEntrymessage can be used to initialize themeter configuration at the same time as the
table entry is inserted. Once the table entry has been created, the P4Runtime client may modify the
associated direct meter entry using the DirectMeterEntrymessage. Once the table entry is deleted the
associated direct meter entry can no longer be accessed.

message DirectMeterEntry {

TableEntry table_entry = 1;

MeterConfig config = 2;

MeterCounterData counter_data = 3;

}

A WriteRequestmayonly includean Updatemessageof type MODIFYwith a DirectMeterEntry, whosefields
are specified by the client as follows:

• the table_entry.match field must match the match key of the TableEntry message used to insert
the entry and the associateddirectmeter entry. Theactionfield is ignored in this case. If amatch-
ing TableEntry is not found, the server returns the error code NOT_FOUND.

• config is used to set the configuration for themeter entry to the value specifiedby the client. Note
that if this Protobuf field is not set, themeter config is set to execute the default behavior (GREEN
for all packets).

• counter_data is used to set the per color counter values to the default value of (0), which is es-
sentially clearing the counters. If the field is unset, the counter values are left untouched. If the
field is set, targets supporting these counters should reset all the color counters to (0), if any of
the sub-fields are set to a non-zero value, then an INVALID_ARGUMENT error should be returned.

Specifying DirectMeterEntry in an Updatemessage of type INSERT or DELETE is not allowed, and the server
must return the error code INVALID_ARGUMENT in that case.

A client may use ReadRequest in two ways to read a DirectMeter config.

• As a direct resource associatedwith a table entry, request the server to return themeter config in
the meter_config field of the TableEntrymessage (see Direct resources).

• Explicitly request the meter configuration by including the DirectMeterEntry in the ReadRequest.
The table_entry.match field must match the TableEntry whose meter config is being read. If no
such entry is found, the server returns the error code NOT_FOUND. Read responses also include the
per color counter data for the meter entry, if supported and specified in the request message.
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9.4.2. MeterEntry

An indirect or indexedmeter is not associatedwith a specific TableEntry andmaybe executed indepen-
dently of any action. Its configurationmay be read orwritten using the P4Runtime MeterEntrymessage
whose fields are defined as follows:

• meter_id is a uint32, the unique identifier for the meter.

• index is a Protobuf message that encapsulates an int64, used to index into a meter array.

• config is a Protobuf message of type MeterConfig, which represents the meter configuration.

• counter_data is a Protobuf message of type MeterCounterData, which represents the per color
counter values associated with the corresponding meter.

message MeterEntry {

uint32 meter_id = 1;

Index index = 2;

MeterConfig config = 3;

MeterCounterData counter_data = 4;

}

The MeterEntry can only be used in a WriteRequest with the MODIFY update type. The P4Runtime server
must return an INVALID_ARGUMENT error code for update types INSERT and DELETE. By default all themeter
entries in the array have a default configuration (GREEN for all packets).

• INSERT: Server returns the error code INVALID_ARGUMENT.
• MODIFY:Modify an indirectmeter instancewhoseunique id is meter_idandarray index is specified

by index. The meter is reconfigured using the config field specified by the client. Note that the
meter configuration is set to the default behavior (GREEN for all packets) if this Protobuf field is
not set. If the index field is omitted all meter configurations in the array will be set to the value
provided by the client (or reset to the default value if config is unset). The server must return
INVALID_ARGUMENT for a negative index value and OUT_OF_RANGE if the index value exceeds the size
of the meter array.

• DELETE: Server returns the error code INVALID_ARGUMENT.

A P4Runtime clientmay request to read the configuration of one ormore indirectmeter instanceswith
a ReadRequest by including a MeterEntry entity for each of the instances, specifying the meter_id and
index. Wildcard reads are also supported as follows:

• If the meter_id field is set to 0 (default), the server returns the configuration for all indirect meter
instances in the ReadResponse.

• Otherwise, if the index field is not set, the server returns the configuration for all indirect meters
in the array identified by the unique id meter_id.

9.4.3. MeterCounterData

The MeterCounterData P4Runtime message represents the per color counters associated with a meter
entry. Whenever a meter is executed and returns a color, the corresponding color counter GREEN,
YELLOW or RED is updated.
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As seen above, these counters can be associated with a DirectMeterEntry or MeterEntry. Targets not
capable of supporting these counters should return UNIMPLEMENTED if a MeterCounterData field was set in
a read or write request.

message MeterCounterData {

CounterData green = 1;

CounterData yellow = 2;

CounterData red = 3;

}

9.5. PacketReplicationEngineEntry

The PSA Packet Replication Engine (PRE) is an extern that is implicitly instantiated in all PSA pro-
grams. The PRE is responsible for implementing multicasting and cloning functionality in the data
plane. P4Runtime defines an API to program the PRE with multicast groups and clone sessions to al-
low replication of data plane packets.

9.5.1. MulticastGroupEntry

Multicasting is achieved in PSA programs by setting the multicast_group ingress output metadata to
a non-zero identifier. The number of replicas and their egress ports for the multicast group is pro-
grammed at runtime by the client using the MulticastGroupEntry API in P4Runtime. The following P4
program illustrates a possible data plane behavior ofmulticastingARPpackets in the ingress. Note that
the data plane type of the multicast groupmetadata is 10 bits on the PSA device in this example.

control arp_multicast(inout H hdr, inout M smeta) {

apply {

if (hdr.ethernet.isValid() &&

hdr.ethernet.eth_type == ETH_TYPE_ARP) {

smeta.multicast_group = (MulticastGroup_t) 1;

}

}

}

At runtime, the client writes the following update in the target (shown in Protobuf text format).

type: INSERT

entity {

packet_replication_engine_entry {

multicast_group_entry {

multicast_group_id: 1

replicas { port: "\x05" instance: 1 }

replicas { port: "\x0c" instance: 2 }

replicas { port: "\x12" instance: 3 }

replicas { port: "\x18" instance: 4 }

}
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}

}

As a result of the above P4Runtime programming, the target device will create four replicas of an ARP
packet. These replicas will appear in the egress pipeline as independent packets with egress port set to
PSA device port numbers corresponding to SDN port numbers 5, 12, 18 and 24. For more discussion
on the translation between SDN ports and PSA device ports, refer to the PSA Metadata Translation
section.

The egress packets may be distinguished for further processing in the egress using the instance

metadata. Note that a packet may not be both unicast and multicast; if the multicast group is set, it
will override the unicast egress port. If the P4 multicast_group metadata is set to a value that is not
programmed in the PRE, then the packet is dropped.

Amulticast groupmay be inserted, modified or deleted as per the following semantics.

• INSERT: Add a new multicast group entry bound to a set of egress ports and replica IDs. The
multicast_group_id field is a uint32 and must be greater than 0 (see explanation below), or the
P4Runtime servermust return an INVALID_ARGUMENT error. The replica instance ID is also a uint32,
and its valuemay not exceed themaximumallowed by the target for the EgressInstance_t type (0
is allowed), or the servermust return an INVALID_ARGUMENT error. The egress port (port field)must
be an SDN port and must refer to a singleton port. No two replicas may have identical values of
both port and instance, or the server must return INVALID_ARGUMENT. The metadata field is an arbi-
trary bytes value which is opaque to the target. There is no requirement of where this is stored,
but it must be returned by the server along with the rest of the entry when the client performs a
read on the entry.

• MODIFY: Modify the set of replicas andmetadata for a givenmulticast group entry, indexed by the
given multicast_group_id. Same restrictions as INSERT apply here.

• DELETE: Delete the multicast group indexed by the given multicast_group_id. The replicas and
metadata fields need not be provided for this operation. Any packets with their multicast_group
metadata in the data plane set to the deleted multicast_group_idwill be dropped.

When reading a multicast group, only multicast_group_id is considered. All other fields in Multicas-

tGroupEntry are ignored. To perform a wildcard Read on all configured multicast group entries, the
multicast_group_id field must be set to 0, its default value.

9.5.1.1. Valid Values for multicast_group_id ThePSAspecificationstates that thevaliddataplane
values for multicast group ids (MulticastGroup_t) range from 1 (0 is a special value that indicates no
multicast replication is to be performed for a packet) to the maximum value supported by the tar-
get [29]. This means that, in the absence of translation, the client must set the multicast_group_id field
to a value in this range when inserting a multicast group. However, because P4Runtime reserves 0
as a special wildcard value which is used to read all the multicast groups configured in the target, the
multicast_group_id field must never be set to 0 when performing a Write RPC, even when numerical
translation is enabled for multicast group ids. In other words, it is not possible to map (using transla-
tion) a zero SDNmulticast group id value to a non-zero data planemulticast group id value.
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9.5.2. CloneSessionEntry

PSAsupports cloningofpackets inboth the ingressandegresspipeline. Ingress cloningcreatesamirror
of the packet as seen in the beginning of the ingress pipeline, while egress cloning creates a mirror of
the packet as seen at the end of the egress pipeline. A packet is cloned in the data plane by setting
a clone_session_id identifier and a boolean flag clone in the packet metadata. The clone_session_id

serves as a handle to the clone attributes, namely a set replicas of (egress port, instance) pairs to
which cloned packets should be sent, a packet length, and class of service. These are programmed at
runtime via the P4Runtime CloneSessionEntry API.

The following P4 program illustrates a possible data plane behavior of sending clones of low TTL
packets to the CPU for monitoring. Note that the data plane type of the clone session metadata is 10
bits on the PSA device in this example. We assume that the clone_low_ttl control block is applied in
the ingress pipeline to create an ingress-to-egress clone.

control clone_low_ttl(inout H hdr, inout M smeta) {

apply {

if (hdr.ipv4.isValid() &&

hdr.ipv4.ttl <= LOW_TTL_THRESHOLD) {

smeta.clone_session_id = 10w100;

smeta.clone = true;

}

}

}

At runtime, the client writes the following update in the target (shown in Protobuf text format).

type: INSERT

entity {

packet_replication_engine_entry {

clone_session_entry {

session_id: 100

replicas { port: "\xff\xff\xff\xfd" instance: 1 } # to CPU

class_of_service: 2

packet_length_bytes: 4096

}

}

}

As a result of the above P4Runtime programming, the target device will create one replica of a low TTL
packet from the ingress to the egress. Note that the clone session ID of the programmed PRE entry is
identical to the value used in the data plane in this example (no numerical translation, which is the
default for values of type CloneSessionId_t [29]). The clone will be treated for scheduling in the PRE
with a class of service value of 2. If the packet is larger than 4096 bytes, it will be truncated to carry at
most 4096 bytes.

The cloned replica will appear in the egress pipeline as an independent packet with egress port set
to CPU (corresponding to SDNport 0xfffffffd; see Translation of Port Numbers). Note that the egress
port (port field) must be an SDN port andmust refer to a singleton port.
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If the clone_session_id data plane metadata is set to a value that is not programmed in the PRE,
then no clones are created.

A clone sessionmay be inserted, modified or deleted as per the following semantics:

• INSERT: Add a new clone session entry bound to a set of egress ports and replica IDs. The ses-

sion_id is a uint32 andmust be greater than 0 (see explanation below), or the P4Runtime server
must return an INVALID_ARGUMENT error. The replica instance ID is also a uint32, and its valuemay
not exceed the maximum allowed by the target for the EgressInstance_t type (0 is allowed), or
the server must also return an INVALID_ARGUMENT error. The egress port (port field) in the replica
must be an SDNport andmust refer to a singleton port. The class of service for each clone packet
instance will be set to the value programmed in the clone session entry (class_of_service field).
This valuemust be a valid value for thePSA ClassOfService_t type,which supports runtime trans-
lation by default [29], or the server must return INVALID_ARGUMENT. See PSAMetadata Translation
for more information. The packet_length_bytes field must be set to a non-zero value if the clone
packet should be truncated to the given value (in bytes). If the packet_length_bytes field is 0 (de-
fault), no truncation on the clone will be performed.

• MODIFY:Modify theattributesof agivenclonesessionentry, indexedby thegiven clone_session_id.
Same restrictions as INSERT apply here.

• DELETE: Delete the clone session indexed by the given clone_session_id. Other fields need not be
provided for this operation. Any packet with their clone_session_id metadata in the data plane
set to the deleted session_idwill no longer be cloned.

When reading a clone session, only session_id is considered. All other fields in CloneSessionEntry are
ignored. To perform a wildcard Read on all configured clone session entries, the session_id field must
be set to 0, its default value. The session_id field can never be equal to 0 in a Write RPC. If it does, the
server must return an INVALID_ARGUMENT error.

9.5.2.1. Valid Values for session_id The PSA specification states that the valid data plane val-
ues for clone session ids (CloneSessionId_t) range from 0 to the maximum value supported by the tar-
get [29]. Note that unlike for multicast group ids, 0 is a valid data plane value for clone session ids.
However, just like for multicast group ids, P4Runtime reserves 0 as a special wildcard value which is
used to read all the clone sessions configured in the target. This means that 0 can never be used as
a session_id value when inserting a clone session, whether or not numeric translation is enabled for
clone session ids. If translation is not enabled, we effectively “lose” one clone session, assuming the
target supports 0 as mandated by the PSA specification. If this is an issue (e.g. because the target sup-
ports a very limited number of clone sessions), one can enable translation on CloneSessionId_t and
map any non-zero SDN session id to the data plane clone session with id 0, then insert a clone session
with the chosen SDN session id.

9.6. ValueSetEntry

Parser Value Set is a construct in P4 that is used to support programmability of parser state transitions.
A transition select statement in P4 can use a parser Value Set to define a runtime programmable state
transition as shown in the example below. A runtime programmable set of TRILL Ethertypes is used to
transition the parser state machine to the parse_trill_types state.
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state parse_l2 {

@id(1) value_set<ETH_TYPE_BITWIDTH>(MAX_TRILL_TYPES) trill_types;

extract(hdr.ethernet);

select (hdr.ethernet.eth_type) {

ETH_TYPE_IPV4: parse_ipv4;

ETH_TYPE_IPV6: parse_ipv6;

trill_types: parse_trill_types;

_: reject;

}

}

The corresponding entry in the P4Info for this Value Set is:

value_sets {

preamble {

id: 0x03000001

name: "trill_types"

}

match {

id: 1

bitwidth: <ETH_TYPE_BITWIDTH>

match_type: EXACT

}

size: <MAX_TRILL_TYPES>

}

At runtime, the client writes the following update in the target (shown in Protobuf text format).

type: MODIFY

entity {

value_set_entry {

value_set_id: 0x03000001

members {

match {

field_id: 1

exact { value: 0x22f3 }

}

match {

field_id: 1

exact { value: 0x893b }

}

}

}

}

As a result of the above P4Runtime programming, all packets with EtherType values of 0x22f3 and
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0x893b will be parsed as per the state machine starting at the parse_trill_types state.
A ValueSetEntry entity update message has the following fields:

• value_set_id is the uint32 identifier of the Value Set instance, as defined in P4Info.

• members is a repeated field of type ValueSetMember. When “selecting” against a Value Set, every
member will be considered and if at least one “matches”, the corresponding parser transition
will be taken. Each ValueSetMember contains a repeated field of FieldMatch messages, each one
used to provide a value for the corresponding match in the P4Info message for this Value Set.
Note that a packet matches a ValueSetMember if and only if it matches all its FieldMatchmessages.
This is similar to how a packet matches a table entry if and only if it matches all the components
of the match key for this entry. FieldMatchmessages in a ValueSetEntry follow the same rules as
in a TableEntry.

A ValueSetEntrymay only bemodified. If the update type is INSERT or DELETE, the servermust return an
INVALID_ARGUMENT error. If the update type is MODIFY, the serverwrites themembers given in the repeated
field to the Value Set entry indexed by the given value_set_id. Themaximumnumber ofmatchesmust
not exceed the maximum size given by the size field in P4Info of the Value Set, otherwise the server
must return a RESOURCE_EXHAUSTED error. To empty a Value Set (i.e. restore it to its initial state), the
P4Runtime client can perform a MODIFY update with an empty members repeated field.

To facilitate read-write symmetry, the server must return an ALREADY_EXISTS error in case of dupli-
cate members. Unlike for match tables, a priority value is not required for ternary, range and optional
matches: overlapping entries do not need to be ordered and the parse state transition is determined
by whether or not the packet matches at least one entry in the set.

See Appendix A.3 for a more complex Value Set example.

9.7. RegisterEntry

ThePSARegister extern is a statefulmemory array that can be read andwritten during packet forward-
ing. The RegisterEntryP4Runtimeentity is usedby the client to readandwrite the contents of aRegister
instance as part of control plane operations.

RegisterEntry has the following fields:

• register_id, which identifies the PSA Register extern instance which is being accessed by the
client; the register_id is specified by the P4Info message.

• index, which identifies the array offset which is being accessed. It is possible for the P4Runtime
client to perform wildcard reads and writes on the register array by leaving the index field unset
in the RegisterEntry message used for the request. When an index is provided , the server must
validate its value, and return INVALID_ARGUMENT for a negative index or OUT_OF_RANGE if the index
exceeds the size of the register array.

• data: the data to be written to the array (if RegisterEntry is part of a WriteRequestmessage) or the
data read from the array (if RegisterEntry is part of a ReadResponse message). The data field is a
P4Datamessage andmustmatch the format described by the type_specfield of the corresponding
Register entry in the P4Info, or the server must return an INVALID_ARGUMENT error.
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9.8. DigestEntry

Adigest is onemechanism to send amessage from thedata plane to the control plane. It is traditionally
used for MAC address learning: when a packet with an unknown source MAC address is received by
the device, the control plane is notified and can populate the L2 forwarding tables accordingly.

The DigestEntry P4Runtime entity is used to configure how the device must generate digest mes-
sages. The DigestEntry Protobuf message is not used to carry digest data, which is done on the Stream-

Channel bidirectional stream using the DigestList (digest data sent by the target to the client) and Di-

gestListAck (digest data acknowledgments sent by the client to the target) Protobuf messages.
In this section, we refer to the data learned by a single data plane call to Digest<T>::pack as a “digest

message” and we use “digest list” to designate the list of digest messages bundled by the P4Runtime
service in a single DigestList stream message. Note that all the digest messages in a single digest list
correspond to the same P4 Digest extern instance. We say that 2 digest messages are “duplicate” if the
data emittedby thedataplane is exactly the sameasperP4equality rules. We say that 2digestmessages
are “distinct” if they are not duplicate.

DigestEntry has the following fields:

• digest_id, which identifies the PSADigest extern instance which emitted the data; the digest_id

is determined by the P4Info message.

• config, a Protobufmessagewhich includes different parameters to tune howdigestmessages are
exchanged between server and client for a given digest_id; these parameters are:

– max_timeout_ns: the maximum server buffering delay in nanoseconds for an outstanding
digest message.

– max_list_size: the maximum digest list size— in number of digest messages— sent by the
server to the client as a single DigestList Protobuf message.

– ack_timeout_ns: the timeout innanoseconds that a servermustwait for adigest list acknowl-
edgement fromtheclientbeforenewdigestmessages canbegenerated for the same learned
data.

Here is the significance of the different Update types for DigestEntry:

• INSERT: Enable server generation of DigestList messages for given digest instance and use pro-
vided configuration parameters.

• MODIFY: Use provided configuration parameters for given digest instance, learning must have
been previously enabled for the instance.

• DELETE: Disable server generation of DigestListmessages for given digest instance.

A server should buffer digest messages until either:

• max_timeout_ns time has passed since the first digest message was added to the empty buffer, or
• max_list_size distinct digest messages have been received from the data plane and added to the

buffer

Atwhichpoint the server should, with best effort, generate a DigestList streammessagewith the buffer
contentsandsend it to theprimaryclient. All themessages inadigest listmustbedistinct,whichmeans
that duplicates must either be filtered-out directly by the device or in the P4Runtime server software.
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To avoid sending duplicate digest messages across different DigestList messages, which could
make the channel busy, we define an acknowledgementmechanism throughwhich the primary client
indicates that it has received the digest list and acted on it. The server must keep a “cache” containing
the set of all digest messages that have been sent, but not acknowledged yet by the primary client,
up-to ack_timeout_ns in the past. The server must delete all cache entries for a given digest list when
they are at least ack_timeout_ns old or when a matching DigestListAck message (i.e. with the same
digest_id and list_id fields as the DigestListmessage) is received.

The acknowledgementmechanism described above is not used to implement some sort of reliable
transport for digestmessages. The lossof digestmessagesor acknowledgementmessages is considered
non-critical. TheP4Runtime servermaydropdigestmessages if they are generated from thedata plane
faster than the server software, the channel or the client canhandle. P4Runtimedoesnot imposea limit
on the number of in-flight, unacknowledged DigestListmessages.

When max_timeout_ns is set to 0 and / or max_list_size is set to 1, the server should, with best effort,
generate a DigestList message for every digest message generated by the data plane which is not al-
ready in the cache. If ack_timeout_ns is set to 0, the cachemust always be an empty set. If max_list_size
is set to 0, there is no limit on the maximum size of digest lists: the server can use any non-zero value
as long as it honors the max_timeout_ns configuration parameter.

The P4Runtime server may empty the digest message cache in case of a client status change.
Here is somepseudo-code implementing thehandling of digestmessages in theP4Runtime server:

DigestStream stream;

DigestCache cache;

DigestBuffer buffers;

// sends digest list when it is ready

send_buffer(Id digest_id) {

buffer = buffers[digest_id];

stream.write(DigestList(buffer));

cache.merge(buffer); // updates cache with new digest list

buffer.clear();

}

// callback which handles data plane digest messages from device

handle_dataplane_digest(Digest msg) {

digest_id = msg.digest_id();

buffer = buffers[digest_id];

if (msg in cache OR msg in buffer) return;

buffer.enqueue(msg);

if (buffer.length() < max_list_size(digest_id)) return;

send_buffer(digest_id);

}

// callback which handles ack messages received on the stream

handle_stream_ack(DigestListAck ack) {

// clear all cache entries matching the tuple (digest_id, list_id)

cache.erase( (ack.digest_id(), ack.list_id() )
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}

// loop to enforce timeouts

while (true) {

now = now();

// check for buffers that need to be sent

for ((digest_id, buffer) in buffers) {

if (now - buffer.first_enq_time() >= max_timeout_ns(digest_id))

send_buffer(buffer_id);

}

// check for expired entries in cache

for ((digest_id, list_id, sent_time) in cache) {

if (now - sent_time >= ack_timeout_ns(digest_id))

cache.erase( (digest_id, list_id) );

}

sleep(X);

}

9.9. ExternEntry

This is used to support a P4 extern entity that is not part of PSA. It is defined as:

message ExternEntry {

uint32 extern_type_id = 1;

uint32 extern_id = 2;

google.protobuf.Any entry = 3;

}

Each ExternEntry entitymaps to an Externmessage in theP4Info andan ExternInstancemessagewithin
that message. The extern_type_id field must be equal to the one in ExternEntry. The extern_id field
must be equal to the ID included in the preamble of the corresponding ExternInstancemessage.

entry itself is embedded as an AnyProtobufmessage [37] to keep the protocol extensible. It includes
the extern-specific parameters required by the P4Runtime server to perform the read or write opera-
tion. The underlying Protobuf message should be defined in a separate architecture-specific Protobuf
file. See section on Extending P4Runtime for non-PSA Architectures for more information.

10. Error Reporting Messages
P4Runtime is based on gRPC and all RPCs return a status to indicate success or failure. gRPC supports
multiple language bindings; we use C++ binding below to explain how error reporting works in the
failure case.

gRPC uses grpc::Status [38] to represent the status returned by an RPC. It has 3 attributes:

StatusCode code_;

grpc::string error_message_;
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Figure 7. P4Runtime Error Report Message Format

grpc::string binary_error_details_;

The code_ represents a canonical error [40] and describes the overall RPC status. The error_message_

is a developer-facing error message, which should be in English. The binary_error_details_ carries a
serialized google.rpc.Statusmessage [33] message, which has 3 fields:

int32 code = 1; // see code.proto

string message = 2;

repeated google.protobuf.Any details = 3;

The code and message fields must be the same as code_ and error_message_ fields from grpc::Status

above. The details field is a list that consists of p4.Errormessages that carry error details for individual
elements inside batch-request RPCs (e.g. Write and Read). p4.Error includes a canonical error code
but also enables different target vendors to additionally express their own error codes in their chosen
error-space. This specification document tries to cover all possible generic error cases and to provide
the appropriate value for the canonical error code based on best practices [40].

Figure 7 illustrates how these messages fit together.
gRPC provides utility functions ExtractErrorDetails() and SetErrorDetails() [39] to easily convert be-
tween grpc::Status and google.rpc.Status.

Please see sections on individual P4Runtime RPCs for details on how grpc::Status is populated for
reporting errors.

Note that P4Runtimealsoprovides away for the server to asynchronously report errorswhichoccur
whenprocessing streammessages fromtheclient. This error-reportingmechanism isorthogonal to the
one described in this section, which applies to unary RPCs. See the section on Stream Error Reporting
for more information.
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11. Atomicity of Individual Write and Read Operations
Each individual entity in a batch is guaranteed to be read or written atomically relative to packet for-
warding. For example, for every table data plane apply operation, and every single Write operation on
a table that inserts, deletes, or modifies one table entry, the apply operation should behave as if that
Write operation has not yet occurred, or as if the Write operation is complete. The P4 program should
never behave as if the Write operation is partially complete. These guarantees also apply to extern in-
stances: Read and Write operations on extern entities must execute atomically relative to extern data
planemethods.

The atomicity guarantees provided by P4Runtime for individual Read and Write operations are the
same as the guarantees required by PSA and are described in details in the PSA specification [28].

TheP416 language introduces an @atomic annotation [18], to guarantee atomic data plane execution
of entire blocks of P4 code. P4Runtime implementations are required to honor the @atomic annotation
for Write operations, as well as non-wildcard Read operations, relative to data plane execution. Con-
sider the following P4 example written for PSA:

control C1 {

typedef bit<10> Index_t;

typedef bit<32> Value_t;

Register<Value_t, Index_t>(32w1024) r1;

apply {

// ...

@atomic {

Value_t v = r1.read((Index_t)1);

v = v + 1;

r1.write((Index_t)1, v);

}

}

}

If a P4Runtime server is processing messages which write to Register r1 at index 1, these writes must
not happen between the data plane read and write.

Now let's consider the following example:

control C1 {

typedef bit<10> Index_t;

typedef bit<32> Value_t;

Register<Value_t, Index_t>(32w1024, (Value_t)0 /* initial value */) r1;

apply {

@atomic {

r1.write((Index_t)1, (Value_t)100);

r1.write((Index_t)2, (Value_t)100);

}

@atomic {
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r1.write((Index_t)1, (Value_t)200);

r1.write((Index_t)2, (Value_t)200);

}

}

}

If a P4Runtime client issues a wildcard Read on Register r1, there is no guarantee that r1[1] == r1[2] in
the response, as the read for r1[1]mayoccur after thedataplaneexecutes thefirst atomicblock, but be-
fore the second atomic block, and the read for r1[2]mayoccur after the data plane executes the second
atomic block. In other words, the server is explicitly allowed to read r1[1] and r1[2] separately, while
allowing the data plane to perform operations on the register between those two reads. The atomicity
guarantees for a wildcard read are the same as for the equivalent batch (as one ReadRequestmessage)
of individual read requests. Similar to a batch ReadRequest, a wildcard read of a register can execute the
reads of the register array elements (r1[1], r1[2], …) in an arbitrary order relative to each other.

If the @atomic annotation cannot be honored with the above guarantees by the P4Runtime imple-
mentation for a P4-programmable target, we expect the P4 compiler to reject the program.

12. Write RPC
The Write RPC updates one or more P4 entities on the target. The request is defined as follows:

message WriteRequest {

uint64 device_id = 1;

string role = 6;

Uint128 election_id = 3;

repeated Update updates = 4;

enum Atomicity {

CONTINUE_ON_ERROR = 0;

ROLLBACK_ON_ERROR = 1;

DATAPLANE_ATOMIC = 2;

}

Atomicity atomicity = 5;

}

The device_id uniquely identifies the target P4 device. The role and election_id define the client role
and election-id as described in the Primary-Backup Arbitration and Controller Replication section.
The server is expected to perform the following checks (in this order) before processing the updates

list:

1. If device_id does notmatch any of the devices known to the P4Runtime server or if role does not
match any of the roles for the device, the server must return a NOT_FOUND error.

2. If the client is not the primary for (device_id, role) according to the election_id value, the server
must return a PERMISSION_DENIED error.

3. If the Write is attempted before a ForwardingPipelineConfig has been set, the server must return
a FAILED_PRECONDITION error.
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The updates field is a list of P4 entity updates to be applied. Each update is defined as:

message Update {

enum Type {

UNSPECIFIED = 0;

INSERT = 1;

MODIFY = 2;

DELETE = 3;

}

Type type = 1;

Entity entity = 2;

}

This ismodeled as performing an update operation on the given entity against its entity container. The
entity container is either a logical table (e.g. CounterEntry) or an actual table (e.g. TableEntry) in the P4
data plane. Each entity in the container is uniquely identified by its key. Please refer to the P4 Entity
Messages section for details onwhat parts of the entity specificationmakeup the key for eachP4 entity.

An update can be one of the following types:

• INSERT: Inserts the given P4 entity in the entity container. The entity field always specifies the
full state of the P4 entity. If the entity already exists, an ALREADY_EXISTS error is returned, and
the existing entity remains unchanged. If the entity is malformed, an INVALID_ARGUMENT error is
usually returned (unless amore specific error code applies [40]). If the entity cannot be inserted
because the container is already full, a RESOURCE_EXHAUSTED error is returned.

• MODIFY: Modifies the P4 entity to its new specified state. This uses assign or full-snapshot seman-
tics, i.e. the entity field contains the complete new state of the entity, not a diff from its previous
state. If the entity is malformed, an INVALID_ARGUMENT error is usually returned (unless a more
specific error code applies [40]). If the entity does not exist, a NOT_FOUND error is returned.

• DELETE: Deletes the specified P4 entity. If the entity does not exist, a NOT_FOUND error is returned.
In order to delete, the entity specification only needs to include the key. Any non-key parts of
entity are ignored.

If an update is not allowed under the given controller role, the server must return a PERMISSION_DENIED

error for this update.

12.1. Batching and Ordering of Updates
P4Runtime supports batching of Write operations. The list of updates in a WriteRequest is referred to as
a batch. A batch can consist of arbitrary updates on an arbitrary set of P4 entities. It is not restricted to
a particular entity or table (in the case of TableEntry entities).

The P4Runtime server may choose to reorder updates in a batch when processing them, and/or
process updates in parallel. Updates across multiple concurrent WriteRequests can also be processed
interleaved and/or in parallel. However, the processing of requestsmust be strictly serializable. That is,
given a history S of WriteRequests including the responses to those requests, there must exist an order
L for all updates in S, such that:
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1. All updates from the same write request must appear as a contiguous subsequence inL, but the
order within that subsequence can be arbitrary.

2. For two updates u1 and u2, if the write request containing u1 completed before the write request
of u2 was sent, then u1 must appear before u2 in L.

3. Executing all updates in L sequentially must yield the same response for every update as in S.
4. The observable state of the switch after S (e.g., through the Read RPC) is identical to the one ob-

tained by sequentially executing L.

The Write RPC demarcates the batch boundary, and can be used to ensure ordering between depen-
dent updates. When the Write RPC returns, it is required that all operations in the batch have been
committed to the P4 data plane, with the exception of any operations that return an error status. If
two updates from the client depend on each other (e.g. inserting an ActionProfileMember followed by
pointing a TableEntry to it) and the updates are not split into separate batches, then the behavior may
be non-deterministic. Similarly, clients can invoke multiple outstanding Write RPCs. If the updates
across these RPCs have dependencies, the observed behavior may be non-deterministic, as the server
can process these RPCs in any arbitrary order, providing strict serializability is enforced. For this rea-
son, most clients are advised to split dependent updates across separate Write calls. Additionally, if
the client wants to enforce that batches are applied in a specific order, each Write call should be sent
sequentially, waiting for the previous call to be acknowledged before sending the next one.

12.2. Batch Atomicity
A P4Runtime server may arbitrarily reorder messages within a batch. The atomicity semantics of the
batch operations are defined by the Atomicity enum. A P4Runtime server is required to support only
the modes marked as Required below:

• Required: CONTINUE_ON_ERROR: This is the default behavior and the default enum value. Each op-
eration within the batch must be attempted even if one or more encounter errors. Every data
plane packet is guaranteed to be processed according to table contents as they are between two
individual operations of the batch, but there could be several packets processed that see each of
these intermediate stages.

• Optional: ROLLBACK_ON_ERROR: Operations within the batch are attempted in an arbitrary order
(each committed to data plane) until the target detects an error. At this point, the target must
roll back the operations such that both software and data plane state is consistent with the state
before the batch was attempted. The resulting behavior is all-or-none, except the batch is not
atomic from a data plane point of view. Every data plane packet is guaranteed to be processed
according to table contents as they are between two individual operations of the batch, but there
could be several packets processed that see each of these intermediate stages. The details and
design of the rollback mechanism are outside the scope of this specification. One possibility is
to create a shadow copy of both the software and hardware state at the start, and restore it upon
failure.

If a P4Runtime server does not support this option at all, an UNIMPLEMENTED error is returned at all
times. If a P4Runtime supports some batches in an rollback way but not others (e.g. it is more
straightforward to implement batches that contain only INSERT operations, vs. those that contain
DELETE operations), an UNIMPLEMENTED error is returned when the batch cannot be executed in a
data plane-atomic way.
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• Optional: DATAPLANE_ATOMIC: This is the strictest requirement where the entire batch must be
atomic from a data plane point of view. Every data plane packet is guaranteed to be processed
according to table contents before the batch began, or after the batch completes. The batch is
therefore treated as a transaction. The details and design of how to achieve data plane-atomicity
is outside the scope of this specification. One possibility is to limit the target to half of the data
plane's table capacity at all times. At the start of the batch processing, the remaining half of the
table capacity canbe initializedwith the current table state andused as aworking area to commit
all operations within the batch. At the end (if there were no errors), a simple pointer-swap like
approach can be used to switch to this half of the table.

If a P4Runtime server does not support this option at all, an UNIMPLEMENTED error is returned at all
times. If a P4Runtime supports some batches in an atomic way but not others, an UNIMPLEMENTED

error is returned when the batch cannot be executed in a data plane-atomic way.

There is no expectation that a given client must always use the same Atomicity enum value. At any
given time, the client is free to compose batches and assign atomicity mode as it sees fit. For exam-
ple, for a set of entities, a client may decide to use DATAPLANE_ATOMIC at one time and default behavior
(CONTINUE_ON_ERROR) at other times.

12.3. Error Reporting
Please see section Error Reporting Messages for information on error reporting messages and guide-
lines. P4Runtime server will populate grpc::Status as follows:

1. If all batch updates succeeded, set grpc::Status::code_ to OK and do not populate any other field.

2. If anerror is encounteredbeforeeven trying toattempt individualbatchupdates, set grpc::Status::code_
that best describes that RPC-wide error. For example, use UNAVAILABLE if the P4Runtime ser-
vice is not yet ready to handle requests. Set error_message_ to describe the issue. Do not set
error_details in this case.

3. Otherwise, if oneormoreupdates in thebatch (WriteRequest.updates) failed, set grpc::Status::code_
to UNKNOWN. For example, one update in the batch may fail with RESOURCE_EXHAUSTED and another
with INVALID_ARGUMENT. A p4.Errormessage is used to capture the status of each and every update
in the batch. The number of p4.Error messages packed into google.rpc.Status.details field
should therefore always match the number of updates in the WriteRequest, and the order of
p4.Error messages must be in the same order as the corresponding updates. If some of the
updates were successful, the corresponding p4.Error should set the code to OK and omit other
fields.

# Example of a grpc::Status returned for a Write RPC with a batch of 3 updates.

# The first and third updates encountered an error, while the second update

# succeeded.

code_ = 2 # UNKNOWN

error_message_ = "Write failure."

binary_error_details {

code: 2 # UNKNOWN
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message: "Write failure."

details {

canonical_code: 8 # RESOURCE_EXHAUSTED

message: "Table is full."

space: "targetX-psa-vendorY"

code: 500 # ERR_TABLE_FULL

}

details {

canonical_code: 0 # OK

}

details {

canonical_code: 6 # ALREADY_EXISTS

message: "Entity already exists."

space: "targetX-psa-vendorY"

code: 600 # ERR_ENTITY_ALREADY_EXISTS

}

}

13. Read RPC
The Read RPC retrieves one or more P4 entities from the P4Runtime server. The request is defined as:

message ReadRequest {

uint64 device_id = 1;

string role = 3;

repeated Entity entities = 2;

}

The device_id uniquely identifies the target P4 device. If it does notmatch any of the devices known to
the P4Runtime server, the servermust return a NOT_FOUND error. If the Read is attempted before Forward-
ingPipelineConfig has been set, the server must return a FAILED_PRECONDITION error. The role field acts
as a filter, restricting the reported entities based on the role to which the entity belongs. The entities

repeated field is a list of P4 entities, each acting as a query filter to be applied to P4 entity containers on
the server.

Since ReadRequests do not mutate any state on the switch, they do not require an election_id, and
they do not require the presence of an open StreamChannel between the server and client.

The Read response consists of a sequence of messages (a gRPC stream) with eachmessage defined
as:

message ReadResponse {

repeated Entity entities = 1;

}

The entities repeated field is a list of P4 entities retrieved. The client reads from the returned stream
until it is closed by the server when there are no more messages. In case of error, the stream is closed
prematurely by the server and the client obtains the error status (in C++ the error status is obtained by
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calling the Finish()method on the stream object [12]).

13.1. Nomenclature

request
An element of the p4.ReadRequest.entities repeated field.

batch
Refers to the p4.ReadRequest.entities repeated field.

Each request acts as a query filter for that entity type. If a request fully specifies the entity key, the Read

operation should retrieve a single P4 entity. Please refer to the P4 Entity Messages section for details
on what parts of the entity specificationmake up the entity key.

13.2. Wildcard Reads
P4Runtime allows wildcard read of P4 entities. A request may omit or use default values for parts of
the entity key to achieve wildcard behavior. Please refer to the P4 Entity Messages section for details
on what parts of the entity can be wildcarded in a given request.

For example, in a request of type CounterEntry:

• A default counter_id (0) implies a request to read all counter-entries for all indirect counters.
• A particular (non-default) counter_id in conjunction with index unset implies a request to read

all counter-entries for the given indirect counter ID.

To read the entire forwarding state for a given device, the P4Runtime client can generate the following
ReadRequest:

device_id: <ID>

entities {

extern_entry { } # read all extern instances for all supported extern types

table_entry { } # read all table entries for all tables

action_profile_member { } # read all members for all action profiles

action_profile_group { } # read all groups for all action profiles

...

}

The entity oneof field in the Entity message must always be set, or the server must return an IN-

VALID_ARGUMENT error. In other words, P4Runtime does not support performing a wildcard read on the
entire forwarding state by including an empty Entitymessage in the ReadRequest. Themain reason for
this decision is to prevent backwards-compatibility issues if new entity types are added to the entity

oneof [25].

13.3. Batch Processing
A P4Runtime server may arbitrarily reorder requests within a batch to maximize performance. There
is no requirement that a particular entity type request appears only once in the batch.

A P4Runtime server will process the batch as follows:

1. Lock state (preventing new writes) and validate each request in the batch:
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(a) If it is a valid request, perform the read;

i. If the read was successful, return the entities read in ReadResponse stream.
ii. If the read failed (exception / critical-error), prepare a p4.Errorwith code set to INTER-

NAL.

(b) If the request is invalid (invalid-argument, not-supported, etc.), prepare a p4.Error with
relevant canonical code to capture the error.

2. Unlock the state (allowing new writes);

3. Close the ReadResponse stream and return a grpc::Status as follows:

(a) If no errors were encountered, set code to OK and do not populate any other field.

(b) Otherwise, the overall code should be set to UNKNOWN. See section Error ReportingMessages
for information on error reporting messages and guidelines. Assemble a list of p4.Error
messages (from step 1 above) such that each element reflects the status of the request
in the batch at the same location (1:1 correspondence). This list should be packed into
google.rpc.Status.details field. This behavior also matches Write RPC.

13.3.1. Example

If a client asked to read {a,b,c,d} and b and d requests didn't validate, the serverwill return entities cor-
responding to aand c, followedbya status {p4.Error(OK), p4.Error(xxx), p4.Error(yyy), p4.Error(OK)}

in the details field.
The P4Runtime server is not required to perform any optimization (e.g. merge two requests in the

batch if one is a subset of other). As a result of this, it is possible for the ReadResponse to contain the same
entity more than once. If performance is a concern, the P4Runtime client should handle this merging.

There is no requirement that each request in the batch will correspond to one ReadResponse mes-
sage in the stream. The stream-based design for response message is to avoid memory pressure on
the P4Runtime server when the Read results in a very large number of entities to be returned. The
P4Runtime server is free to break them apart across multiple response messages as it sees fit.

A P4Runtime server must be prepared to handle multiple concurrent Read RPCs. This could be
from the same or multiple clients. P4Runtime is based on gRPC which provides a concurrent server
design. A server implementation that supports concurrent RPChandlersmay choose tomaximize per-
formancebyusingamulti-reader lock (also knownasmultiple-readers/single-writer lock). Conversely
(e.g. in a single-threaded architecture), it may choose to serialize Read RPC processing.

13.4. Parallelism of Read and Write Requests
A P4Runtime servermay be implemented to serve atmost one ReadRequest or WriteRequestmessage at
a time, sequentially. It may also serve multiple requests in parallel, and it is expected that some client
software would be easier to implement with good performance characteristics if a server did so.

For example, imaginea client thatwanted touse WriteRequestmessageswith largebatchesof insert,
modify, and/or delete operations on an IP route table, in order to achievehigher throughput of updates
to this table. Such a clientmight alsowish to send WriteRequestmessageswith only a few updates to an
ActionSelector object that controlled which links were in which LAGs, and have those small requests
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start processing even if there is a large WriteRequest batch currently being processed, but it will not
complete for a significant amount of time.

The restrictions on which a client may rely are:

• Theprocessing of any two WriteRequestmessages W1 and W2must result in the same state as if one
of themwas completed before the other began.

• For any WriteRequest W and any ReadRequest R, Rmust return results consistent with a state where
W has completed processing, or W has not yet begun processing.

For example, if a P4Runtime server maintained, independently for each device it managed, a sepa-
rate multi-reader single-writer lock for each stateful object in the P4 program, and before starting the
processing of a WriteRequest message it acquired a write lock for each stateful object affected by the
WriteRequest, and before starting the processing of a ReadRequest message it acquired a read lock for
each stateful object accessedby the ReadRequest, suchan implementationmeets all of the requirements
above.

It is possible to meet the requirements of this specification and perform even more requests in
parallel than that example implementation allows, e.g. if the server somehow determined that two
WriteRequestmessages that inserted entries to the same table could not affect the results of the other,
they could also be performed in parallel. It is not required that a P4Runtime server do this, andmay be
difficult to implement correctly.

14. SetForwardingPipelineConfig RPC
A P4Runtime client may configure the P4Runtime target with a new P4 pipeline by invoking the Set-

ForwardingPipelineConfig RPC. The request is defined as:

message SetForwardingPipelineConfigRequest {

enum Action {

UNSPECIFIED = 0;

VERIFY = 1;

VERIFY_AND_SAVE = 2;

VERIFY_AND_COMMIT = 3;

COMMIT = 4;

RECONCILE_AND_COMMIT = 5;

}

uint64 device_id = 1;

string role = 6;

Uint128 election_id = 3;

Action action = 4;

ForwardingPipelineConfig config = 5;

}

The server is expected to perform the following checks (in this order) before performing the required
action:

1. If device_id does notmatch any of the devices known to the P4Runtime server or if role does not
match any of the roles for the device, the server must return a NOT_FOUND error.
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2. If the client is not the primary for (device_id, role) according to the election_id value, the server
must return a PERMISSION_DENIED error.

The action is the type of configuration action requested, it can be one of:

• VERIFY: verifies that the target can realize the given config. The forwarding state in the target is
notmodified. Returns an INVALID_ARGUMENT error if config is not provided or if the provided config
cannot be realized.

• VERIFY_AND_SAVE: saves the config if the P4Runtime target can realize it. The forwarding state in
the target is not modified. However, any subsequent Read / Write requests must refer to fields in
the new config. Returns an INVALID_ARGUMENT error if the forwarding config is not provided or if
the provided config cannot be realized.

• VERIFY_AND_COMMIT: saves and realizes the given config if the P4Runtime target can realize it. The
forwarding state in the target is cleared. Returns an INVALID_ARGUMENT error if the forwarding con-
fig is not provided or if the provided config cannot be realized.

• COMMIT: realizes the last saved, but not yet committed, config. The forwarding state in the target
is updated by replaying the write requests to the target device since the last config was saved.
Config should not be provided for this action type. Returns a NOT_FOUND error if no saved config is
found, i.e. if no VERIFY_AND_SAVE action preceded this one. Returns an INVALID_ARGUMENT error if a
config is provided with this message.

• RECONCILE_AND_COMMIT: verifies, saves and realizes the given config, while preserving the forward-
ing state in the target. This is an advanced use case to enable changes to the P4 forwarding
pipeline configuration withminimal traffic loss. P4Runtime does not impose any constraints on
the duration of the traffic loss. The support for this option is not expected to be uniformacross all
P4Runtime targets. A target that does not support this optionmay return an UNIMPLEMENTED error.
For targets that support this option, an INVALID_ARGUMENT error is returned if no config is provided,
or if the existing forwarding state cannot be preserved for the given config by the target.

The config field is a message of type ForwardingPipelineConfig that carries the P4Info, the opaque
target-dependent forwarding-pipeline configuration data (e.g. generated by the P4 compiler for the
target), and, optionally, the cookie to uniquely identify such configuration. See the Forwarding-
Pipeline Configuration section for details.

A P4Runtime server running on a non-programmable device may not support SetForwarding-

PipelineConfig (e.g. the forwarding-pipeline config is part of the device's software image, or is
supplied using a different mechanism). In such cases, the RPC should return an UNIMPLEMENTED error.

15. GetForwardingPipelineConfig RPC
The forwarding-pipeline configuration of the target can be retrieved by invoking the GetForwarding-

PipelineConfig RPC. The request is defined as:

message GetForwardingPipelineConfigRequest {

enum ResponseType {
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ALL = 0;

COOKIE_ONLY = 1;

P4INFO_AND_COOKIE = 2;

DEVICE_CONFIG_AND_COOKIE = 3;

}

uint64 device_id = 1;

ResponseType response_type = 2;

}

The device_id uniquely identifies the target P4 device. A NOT_FOUND error is returned if the device_id is
not recognized by the P4Runtime server.

The response_type is used to specify which fields to populate in the response, its value can be one
of:

• ALL: returns a ForwardingPipelineConfigwithall fields set as storedby the target. This is thedefault
behaviour if the response_type field is not set.

• COOKIE_ONLY: reply by setting only the cookie field in the ForwardingPipelineConfig, omitting all
other fields. This mechanisms can be used by a controller to verify that a config is the expected
one, while minimizing the amount of data in the response message.

• P4INFO_AND_COOKIE: reply by setting the p4info and cookie fields.

• DEVICE_CONFIG_AND_COOKIE: reply by setting the p4_device_config and cookie fields.

The response contains the ForwardingPipelineConfig for the specified device:

message GetForwardingPipelineConfigResponse {

ForwardingPipelineConfig config = 1;

}

If a P4Runtime server is in a state where the forwarding-pipeline config is not known, the top-level
config field will be unset in the response. Examples are (i) a server that only allows configuration via
SetForwardingPipelineConfig but this RPC hasn't been invoked yet, (ii) a server that is configured using
a different mechanism but this configuration hasn't yet occurred.

Once a forwarding-pipeline config is installed on the device (either via SetForwardingPipelineCon-

fig or a different mechanism), some P4Runtime servers may not support retrieval of the target-
dependent config, inwhich case config.p4_device_configwill be empty / unset in the response, even if
response_type in the request was set to ALL. However, all P4Runtime servers are required to return the
P4Info in this scenario. Similarly, if a cookie was present in the SetForwardingPipelineConfig RPC, the
same should be returned when reading the config. If the config is installed with a mechanism other
than SetForwardingPipelineConfig, the value of config.cookiewill be unset.

If a P4Runtime server supports both SetForwardingPipelineConfig as well as returning the
p4_device_config, there should be read-write symmetry between SetForwardingPipelineConfig and
GetForwardingPipelineConfig RPCs.
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16. P4Runtime Stream Messages
16.1. Packet I/O
P4Runtime supports controller packet-in and packet-out by means of PacketIn and PacketOut stream
messages, respectively.

PacketInmessages are sent by the P4Runtime server to the client. Conversely, PacketOutmessages
are sent by the client to the server. Any PacketOut message received by the server from a client which
is not allowed to send suchmessages based on its current role definitionmust be dropped. The server
may also generate a StreamMessageResponse message with the error field set to report the error to the
client. See the section on Stream Error Reporting for more information on error.

As introduced in the ControllerPacketMetadata section, such messages can carry arbitrary meta-
data specified by means of P4 headers annotated with @controller_header. The expected metadata is
described in the P4Info using the ControllerPacketMetadatamessages.

Both PacketIn and PacketOut streammessages share the same fields and are defined as follows:

// Packet sent from the controller to the switch.

message PacketOut {

bytes payload = 1;

repeated PacketMetadata metadata = 2;

}

// Packet sent from the switch to the controller.

message PacketIn {

bytes payload = 1;

repeated PacketMetadata metadata = 2;

}

message PacketMetadata {

// This refers to Metadata.id coming from P4Info ControllerPacketMetadata.

uint32 metadata_id = 1;

bytes value = 2;

}

• payload is used to carry the full packet content, including the headers.

• metadata is a repeated field of PacketMetadata messages used to carry the arbitrary controller
metadata. When a P4Runtime client (or server) generates a PacketOut (or PacketIn) message, it
must populateprecisely one metadatafield for each metadatafield in the ControllerPacketMetadata
for packet-out (or packet-in) in the P4Info, such that the two metadata.id fields match. The size
and value of each PacketIn/PacketOutmetadata entry needs to be consistent with what is speci-
fied in the corresponding P4Info ControllerPacketMetadata.Metadata message with the same id,
in the following sense:

– If ControllerPacketMetadata.Metadata.bitwidth is set, or if ControllerPacketMetadata.Metadata.type_name
is set and P4NewTypeSpec.translated_type.sdn_bitwidth is set in the P4NewTypeSpec for the
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type name, then PacketMetadata.value must be a binary string of the specified bit width
conforming to the Bytestrings requirements.

– If ControllerPacketMetadata.Metadata.type_name is set and P4NewTypeSpec.translated_type.sdn_string

is set in the P4NewTypeSpecmessage for the specified type name, then PacketMetadata.value

can be an arbitrary SDN string subject to the @p4runtime_translation. If a metadata field
does not match the P4Info specification, the server must drop the PacketOut message and
may generate a StreamMessageResponsemessage with the error field set to report the error to
the client which issued the PacketOut. See the section on Stream Error Reporting for more
information on error.

16.2. Client Arbitration Update
P4Runtime's client arbitration mechanism ensures that only the current primary can modify state on
the switch, and that the election_id is monotonically increasing. For example, the switch must finish
all previous write operations before before selecting a different primary, and must only accept write
requests from the current primary.

As explained earlier in this document, the controller uses the StreamChannel RPC for session man-
agement as well as Packet I/O. In fact, before a controller becomes able to do Packet I/O or program
any forwarding entry (via Write RPC), it needs to start a controller session and become a “primary”. To
do so, the controller first opens a bidirectional stream channel to the server via StreamChannel for each
device and sends a StreamMessageRequestmessage. The controller populates the MasterArbitrationUp-

date field in this message using its role and election_id and the device_id of the device, as explained
in detail in the Client Arbitration and Controller Replication section. For any given (device_id, role),
the P4Runtime server keeps track of the highest election_id that it has ever received. If a controller's
election_id is equal to the highest election_id that the server has ever received, that controller is the
primary. All other controllers are backups. Note that it is possible that all controllers are backups, and
that there is no primary. There can be at most one primary, because for any given (device_id, role),
each connected controller has a unique election_id.

This invariant must be maintained across in-service software upgrades, and the P4Runtime server
must remember the highest election_id after such a restart. However, across a full restart, the elec-

tion_idmust be reset. In fact, a full restart is the only way to reset the election_id.
The MasterArbitrationUpdatemessage is defined as follows:

message MasterArbitrationUpdate {

uint64 device_id = 1;

// The role for which the primary client is being arbitrated. For use-cases

// where multiple roles are not needed, the controller can leave this unset,

// implying default role and full pipeline access.

Role role = 2;

// The stream RPC with the highest election_id is the primary. The 'primary'

// controller instance populates this with its latest election_id. Switch

// populates with the highest election ID it has received from all connected

// controllers.

Uint128 election_id = 3;

// Switch populates this with OK for the client that is the primary, and

// with an error status for all other connected clients (at every primary
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// client change). The controller does not populate this field.

.google.rpc.Status status = 4;

}

message Role {

// Uniquely identifies this role.

string name = 3;

// Describes the role configuration, i.e. what operations, P4 entities,

// behaviors, etc. are in the scope of a given role. If config is not set

// (default case), it implies all P4 objects and control behaviors are in

// scope, i.e. full pipeline access. The format of this message is

// out-of-scope of P4Runtime.

.google.protobuf.Any config = 2;

}

Note that the status field in the MasterArbitrationUpdate message is not populated by the controller.
This field is populated by the P4Runtime server when it sends a StreamMessageResponse message back
to the controller, in which it populates the MasterArbitrationUpdatemessage using the device_id, role,
and election_id it previously received from the controller. The server also populates the status field in
the MasterArbitrationUpdate according to the rules in an earlier section.

16.2.1. Unset Election ID

The sender need not specify an election_id. If the election_id is unset, the sender's election_id is
considered lower than any election_id, and the sender will thus never become primary. This way, a
controller can choose to be a standby controller, in order to avoid primary “flapping” (if a standby con-
troller connects to the switch shortly before the actual primary controller, therefore becoming primary
temporarily).

Note that

election_id : { high: 0 low: 0 }

is different from an unset election_id, see the section on default-valued fields.

16.3. Digest Messages
See the DigestEntry section.

16.4. Table Idle Timeout Notification
When a table supports idle timeout (as per the P4Info message), the primary client can specify a TTL
value for each entry in the table (see Idle-timeout section). If the data plane entry is not hit for a lapse of
time greater or equal to the TTL, the P4Runtime server should, with best effort, generate an IdleTime-

outNotificationmessage on the StreamChannel bidirectional stream to the primary client. The primary
client can then take the action of its choice, most likely remove the idle entry.

The IdleTimeoutNotification Protobuf message has the following fields:

• timestamp: timestamp at which the P4Runtime server generated the message (in nanoseconds
since Epoch) as per the server's local clock.
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• table_entry: a repeated field of entries which have expired. Each individual entry is identified by
a single TableEntry message. For each TableEntry, the key fields (table_id, match and priority)
must be set, along with the controller_metadata field, the metadata field, and the idle_timeout_ns

field. Other fields may be set by the server but should be ignored by the client.

Becauseweuse a repeatedProtobuf field, theP4Runtime servermay elect to coalesce several idle time-
out notifications in the same IdleTimeoutNotification message if it deems it appropriate. The server
should not hold on to individual idle notifications for a significant amount of time just for the sake of
coalescing as many as possible in a single message. For example, if the P4Runtime server periodically
scans the device for idle data plane entries, we recommend not delaying notifications by more than
one scanning interval. The P4Runtime servermust not send an IdleTimeoutNotificationmessage with
an empty table_entry repeated field.

After generating an idle notification, the P4Runtime server must “reset” the timer for the corre-
sponding entry, whichmeans a new notification will be generated after another TTL if the entry is not
hit. As a result, there is no need to guarantee reliable delivery of idle notifications to the primary client
and the servermay drop notifications if they are generated faster than the server software, the channel
or the client can handle.

Here is a reasonable pseudo-code implementation for idle timeout for table entries:

IdleTimeoutStream stream;

scanning_interval = 10ms;

while (true) {

// iterate over all tables which support idle timeout

for (table in tables) {

if (!table.idle_timeout_supported) continue;

// we coalesce all idle notifications for the same table in one

// message

IdleTimeoutNotification msg;

// read time_since_last_hit from device

entries = device.load_table_entries_from_hw(table);

for (entry in entries) {

if (entry.idle_timeout == 0) continue; // no TTL

if (entry.time_since_last_hit < entry.idle_timeout) continue;

msg.table_entry_add(entry);

entry.reset_time_since_last_hit();

}

if (msg.table_entry_size() == 0) continue; // no notifications

msg.set_timestamp(now());

stream.write(msg);

}

sleep(scanning_interval);

}
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16.5. Architecture-Specific Notifications
P4Runtime supports streaming arbitrary Protobuf messages between the server and the client on
StreamChannel, by including an Any Protobuf field [37] named other in both StreamMessageRequest and
StreamMessageResponse. This enables support for architecture-specific externs which require asyn-
chronous streaming of data from the server to the client, much like the PSA Digest extern. See section
on Extending P4Runtime for non-PSA Architectures for more information.

16.6. Stream Error Reporting
The P4Runtime server can asynchronously report errors which occur when processing StreamMes-

sageRequest messages, using the error message field (of type StreamError) in StreamMessageResponse.
This error reporting is optional and mostly used for debugging purposes. The server may provide an
out-of-bandmechanism to enable / disable this feature.

The StreamErrormessage has the following fields:

• canonical_code, whichmust be set to the appropriate canonical error code [40].
• message, an optional developer-facing error message describing the error.
• space and code, which are optional and can be used by vendors to provide additional details on

the error. code is a numeric error code drawn from a vendor's chosen error space.
• details, which is a Protobuf oneof used to help the client identify which StreamMessageRequest

triggered the error. The server is required to set the appropriate field in the oneof so that the
client can identify which type of stream message is responsible for the error (packet_out, di-
gest_list_ackor other), andmay also choose to populate the field(s) of the selected sub-message
to provide more context to the client. For example, if the server received an invalid PacketOut

message from the client, the packet_out field (of type PacketOutError) should be set in the de-

tails oneof, and the server may additionally set the packet_out field in the PacketOutError sub-
message (by copying it from the invalid PacketOut message received on the stream channel) so
that the client can know exactly what packet-out triggered the error.

The appropriate canonical error code [40] should be used when populating the canonical_code field.
For example:

• if a controller is not allowed to send a PacketOut message under its current role definition, the
code should be set to PERMISSION_DENIED.

• if the metadata repeated field in PacketOut does not match the P4Info definition, the code should
be set to INVALID_ARGUMENT. It may be useful for the server to set the packet_out field in this case,
so that the client can find out which set of metadata fields triggered the error.

• if the digest_id field in DigestListAck does notmatch any Digest entry in P4Info, the code should
be set to INVALID_ARGUMENT.

The server may choose to assign a lower priority to error reporting messages and drop them first if the
stream channel comes under heavy load, e.g. because of a burst of PacketInmessages.

Note that client arbitrationerrors arenever reportedusing the StreamErrormessage. Invalid Master-

ArbitrationUpdatemessages sent by the client cause the stream to be terminated and the appropriate
error code to be returned to the client immediately. See section 5.3.
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16.6.1. Examples of StreamError Messages

• Malformed packet-out metadata. If the server receives a PacketOutmessage with a metadata field
with id 7 which is not included in the P4Info ControllerPacketMetadatamessage for “packet_out”,
the server may send the following StreamMessageResponse back to the client:

error {

canonical_code: 3 # INVALID_ARGUMENT

message: "Unknown metadata field id 7."

packet_out {

# copied from the PacketOut message received from the client

packet_out {

payload: ...

metadata {

id: 7

name: "I_should_not_be_here"

bitwidth: 32

}

# more metadata

}

}

}

• Packet-out which exceeds the MTU. If the server receives a PacketOut message which requires
injecting a raw data plane packet that exceeds the MTU (Maximum Transmission Unit) for the
egress link, the server may generate the following StreamMessageResponse:

error {

canonical_code: 3 # INVALID_ARGUMENT

message: "Packet exceeds the MTU for port."

space: "targetX-psa-vendor1"

code: 123 # MTU_EXCEEDED

packet_out {

# we do not set the packet_out field as it does not provide any

# extra information to the client

}

}

17. Capabilities RPC
The Capabilities RPC offers a mechanism through which a P4Runtime client can discover the capa-
bilities of the P4Runtime server implementation. At the moment, the CapabilitiesRequestmessage is
empty and the CapabilitiesResponsemessage only includes the p4runtime_api_version string field. This
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Figure 8. P4Runtime Metadata Translation for the Portable Switch Architecture

fieldmust be set to the full semantic version string [32] corresponding to the version of the P4Runtime
API implemented by the server, e.g. “1.1.0-rc.1”.

Future versions of P4Runtime may introduce more advanced capability discovery features. For
example, P4Runtime supports three atomicity modes for WriteRequest batches, two of them being op-
tional. In the future wemay decide to leverage the CapabilitiesResponsemessage to enable the server
to report to the client which subset of these atomicity modes is supported.

The semantic version string included in CapabilitiesResponse can be used by the client to de-
termine which exact feature set is implemented by the server, since minor releases may introduce
new functionality. However, because the Capabilities RPC itself was introduced in version 1.1 of
P4Runtime, the client should assume that any server which does not implement this RPC (i.e. an UNIM-

PLEMENTED error is returned by the P4Runtime service) implements an older version of the P4Runtime
specification (1.0 or a pre-release version of 1.0).

18. Portability Considerations
18.1. PSA Metadata Translation
The Portable Switch Architecture (PSA) defines standard metadata, whose data plane types are dif-
ferent on different PSA targets. In order to enable uniform programming of multiple PSA targets, a
centralized remote controllermay define its own types and numbering of such PSA standardmetadata
[29]. For suchmetadata, a translation between the controller'smetadata values and the corresponding
target-specific metadata values is required at runtime. In this section, we will base our discussions on
portmetadata, although the same translation principles apply to other standard PSAmetadata such as
class of service. Since the @p4runtime_translation annotation can be applied to any user-defined type,
these principles also apply to translated types which are not declared as part of the PSA architecture.
Figure 8 illustrates a motivating example, where a centralized controller is controlling two P4Runtime
targets in a fabric. Switch 1 and Switch 2 use different PSA devices, each defining its own port type and
number space. In this example, Switch 1 uses a device with 9-bit space for port numbers, and Switch 2
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uses a device with 10-bit space for port numbers. The centralized SDN controller defines an indepen-
dent 32-bit number space for ports of all targets in its domain. A mapping from the controller's 32 bit
port numbers to a target's 9-bit or 10-bit port numbers is input to the switch via the non-forwarding
switch config data that is delivered separately to the switch.

18.1.1. Translation of Port Numbers

Inorder to support theaboveSDNusecase, P4Runtime requires translationofportmetadata valuesbe-
tween the controller's space and thePSAdevice's space asneeded. Such translation is enabledby iden-
tifying a P4 entity (match field, action parameter, controller-header field or other) as being a PSA port
metadata type. For this purpose, PSA defines the port metadata field type using special user-defined
P4 types, namely PortId_t and PortIdInHeader_t, instead of standard P4 bitstrings. The P4Info entries
for all P4 entities whose type is one of the special PSA port types use a controller-defined 32-bit type
instead of the data plane bitwidth defined in the P4 program. The following PSA port metadata types
are defined in psa.p4 for the PSA device in Switch 1.

@p4runtime_translation("p4.org/psa/v1/PortId_t", 32)

type bit<9> PortId_t;

@p4runtime_translation("p4.org/psa/v1/PortIdInHeader_t", 32)

type bit<32> PortIdInHeader_t;

The first argument to the @p4runtime_translation annotation is a URI that indicates to the P4Runtime
server which numerical mapping — provided by the out-of-band switch configuration mechanism
— to use to translate between the SDN value and the data plane value. The second argument is the
bitwidth of the SDN representation of the translated entity (32-bit in the case of ports).

An SDN port number of 0 is invalid (while 0 may be a valid device port number depending on the
PSA device). A PSA devicemay define its CPU and recirculation ports in the device-specific port num-
ber space. P4Runtime reserves device-independent and controller-specific 32-bit constants for the
CPU port and the recirculation port as follows:

enum SdnPort {

SDN_PORT_UNKNOWN = 0;

// SDN ports are numbered starting from 1.

SDN_PORT_MIN = 1;

// The maximum value of an SDN port (physical or logical).

SDN_PORT_MAX = 0xfffffeff;

// Reserved SDN port numbers (0xfffffff0 - 0xffffffff)

SDN_PORT_RECIRCULATE = 0xfffffffa;

SDN_PORT_CPU = 0xfffffffd;

}

The switch config will map SDN_PORT_RECIRCULATE and SDN_PORT_CPU—as well as any SDN port number
corresponding to a “regular” front-panel port — to the corresponding device-specific values, in order
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to enable the P4Runtime server to perform the translation.
The sub-sections below detail the translationmechanics for different usage of PSA port types in P4

programs.

18.1.2. Translation of Packet-IO Header Fields

Port type fields can be part of header types. For example, ports may be part of Packet IO headers, as in
the following example:.

@controller_header("packet_out")

header PacketOut_t {

PortIdInHeader_t egress_port;

}

@controller_header("packet_in")

header PacketIn_t {

PortIdInHeader_t ingress_port;

}

The header-level annotation @controller_header is a standard P4Runtime annotation that identifies a
header type for a controller packet-out or packet-in header. When the P4Runtime server in the target
receives a packet-out from the controller over the P4Runtime stream channel, the server will expect a
packet-out metadata (egress_port) value of width 32-bit from the given set of SDN port values in the
switch config. The serverwill then translate the SDNport value into the device-specific port value from
themappingprovided in theout-of-bandswitchconfiguration (themappingcanbe identifiedusing the
translationURI—first argument to the @p4runtime_translation annotation). Any subsequent reference
to the egress_port field in the data plane will use the translated value. PortIdInHeader_t is used in the
header definition instead of PortId_t to guarantee byte-aligned headers in case this is required by the
target.

A similar reverse translation is required in the P4Runtime server for packets punted from the target
to the controller as shown by the packet-in header example above. A packet punted from the target's
PSA device will be intercepted by the P4Runtime server before being sent to the controller. The server
will first translate the device-specific value of the ingress_port field into the controller-specific 32-bit
value given by the port mapping defined in the switch config. The server will then insert the translated
controller-specific value in the packet-in metadata fields before sending the packet over the stream
channel to the controller.

18.1.3. Translation of Match Fields

Port type entities, particularly ingress and egress port standardmetadata, may be used asmatch fields
in a P4 table's match key as shown in the example below:

table t {

key = {

istd.ingress_port: exact; // PSA standard metadata ingress port

}

actions = {
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drop;

}

}

Table t has an exact match on PSA standardmetadata ingress port (istd.ingress_port). Since the field
is of type PortId_t, the P4Info representation of thematchfieldwill present a 32-bit bitwidth to the con-
troller, regardless of the data plane port type. A P4Runtime write request for a table entry in t from the
controllerwill have thevaluesof thematchfield set to the controller-specificport value. TheP4Runtime
server should intercept the write request and use the switch configuration data to translate the SDN
port value to respective device-specific value. In the data plane, the packet metadata will carry the
device-specific value and, hence,match the right table entry. Similarly, when a read response for table
t is returned to the controller, the P4Runtime server should translate the device-specific port values to
the corresponding controller-specific values.

Note that it may be infeasible to translate the value-mask pair for ternary matches: LPM, TERNARY
or RANGE match kinds. The P4Runtime server may require that for these match kinds the port match
be either de facto “exact” (0xffffffff mask for TERNARY, prefix-length of 32 for LPM, or same low and high
bounds for RANGE) or “don't care”.

18.1.4. Translation of Action Parameters

PortId_t type parameters can be part of a P4 action definition as shown in the example below:

action a(PortId_t p) {

istd.egress_port = p; // PSA standard metadata egress port

}

table t {

key = {

hdr.h.f: exact;

}

actions = {

a;

}

}

The controller may write entries in table t with action a to set the egress port as shown in the P4 code
above. The action parameter p is of type PortId_t, which leads to a 32-bit bitwidth for p being exposed
in P4Info. Furthermore, the typewill be a signal to the P4Runtime server that translation is required for
this parameter. The P4Runtime server will use the switch configuration to translate action parameter
values between the controller and the target device.

18.1.5. Port Translation for PSA Extern APIs

TheP4RuntimeAPI for action selectors supports specifying awatch field permember in an action pro-
file group that is programmed in a selector. This field is used to implement fast-failover in the tar-
get, where the P4Runtime server can locally prune the member from the group if a port is down. This
pruning does not require intervention from the controller. Conversely, if the port comes back up, the
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P4Runtime server can re-enable themember in the group. The watch_port field is of type bytes to carry
the SDN representation of the port beingwatched. TheP4Runtime serverwill translate the givenwatch
port into the device-specific data plane port number for implementing the fast-failover functionality
on the target device.

The Packet Replication Engine (PRE) API in P4Runtime supports cloning andmulticasting to a set
of ports. The egress port fields defined in the PRE multicast entry and clone session entry are of type
bytes to carry the SDN representation of the port(s). The P4Runtime server will translate these SDN
ports to device-specific port numbers for multicasting and cloning in the data plane.

18.1.6. Using Port as an Index to a Register, Indirect Counter or Indirect Meter

P4Runtime supports using a translated value (PortId_t or any other translated type for which the un-
derlying built-in type is bit<W>) as an index to a register, indirect counter, or indirect meter.

Counter<bit<32> /* counter entry type */, PortId_t /* index type */>(

32w1024, PSA_CounterType_t.PACKETS) counter;

action a(PortId_t p) {

istd.egress_port = p; // PSA standard metadata egress port

counter.count(p);

}

This P4 Counter declaration will translate into the following entry in the P4Info messsage:

counters {

preamble {

id: 0x12000001

name: "counter"

}

spec {

unit: PACKETS

}

index_type_name {

name: "PortId_t"

}

}

The controller may read and write counter values from indexed counter counter using SDN port num-
bers as indices, and not device-specific port numbers. The index_type_name field in the P4Infomessage
is a signal to the P4Runtime server that translation is required.

19. P4Runtime Versioning
P4Runtime follows the Google guidelines for versioning cloud APIs [8]. We use a MAJOR.MINOR.PATCH

style version number scheme and we increment the:

• MAJOR version when wemake incompatible API changes,
• MINOR version when we add functionality in a backwards-compatible manner,
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• PATCH version when wemake backwards-compatible bug fixes.

The major version number is encoded as the last component of the Protobuf package name for ev-
ery P4Runtime version, including version 1 (v1), which is why currently the package name for the
P4Runtime service is p4.v1 and the package name for P4Info is p4.config.v1. Even though p4 and
p4.config are two different Protobuf packages, p4 depends on p4.config and is not meant to be used
without it, which is why both packages use the same versioning scheme and the same versioning ca-
dence.

As recommended in [8], we may consider using pre-GA release suffixes (such as alpha or beta)
in the Protobuf package name for future major versions, although we have chosen not to do so when
developing version 1 (v1).

Within a major version, the API must be evolved in a Protobuf backwards-compatible manner. [9]
describeswhat constitute a backwards-compatible change. Weexpect MAJOR versionbumps tobe a rare
event.

Note that a P4Runtime servermay supportmultiplemajor versions of P4Runtime, although a client
is expected to use the same version of the P4Runtime service for all its operations with a given device,
during the lifetime of its session with the device. A client can check if a major version is supported by
attempting to connect to the corresponding service. We may consider including a P4Runtime RPC to
query minor + patch version numbers in future releases.

All versions of P4Runtime, including pre-release versions, are tagged in the P4Runtime Github
repository [19] and the version label follows semantic versioning rules [32].

20. Extending P4Runtime for non-PSA Architectures
P4Runtime includes native support for PSA programs and in particular support for runtime control
of PSA extern instances. While the definition of Protobuf messages for runtime control of non-PSA
externs is out-of-scope of this specification, P4Runtime provides an extension mechanism for other
architectures, through different hooks in the protocol definition. These hooks are described in various
parts of this document and the goal of this section is to offer a comprehensive list of them in a single
place.

When extending P4Runtime for a new P4 architecture, one will need to write two additional Proto-
buf files to extend p4info.proto and p4runtime.proto respectively. We suggest the following Protobuf
package names:

• p4/[organization]/arch/config/<major version>/p4info.proto

• p4/[organization]/arch/<major version>/p4runtime.proto

Wealso recommend that themajor versionnumber for thesepackagesbe the sameas themajor version
number for the P4Runtime version they “extend”.

For the remainder of this section, we will refer to these two files as p4info-ext and p4runtime-ext
respectively.

20.1. Extending P4Runtime for Architecture-Specific Externs
EachP4 architecture can define its own set of extern types. Controlling themat runtime requires defin-
ing new Protobuf messages in both p4info-ext and p4runtime-ext. To make things more concrete for
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this section, we will assume that the new architecture we are trying to support in P4Runtime includes
the following extern definition, which we will use as a running example:

// T must be a bit<W> type, it indicates the width of each counter cell

extern MyNewPacketCounter<T> {

counter(bit<32> size);

increment(in bit<32> index);

}

20.1.1. Extending the P4Info message

• Id prefixes 0x81 through 0xfe are reserved for architecture-specific externs. It is recommended
that p4info-ext include a P4Ids message based on the one in p4info.proto that the P4 compiler
can refer to when assigning IDs to each extern instance.

message P4Ids {

enum Prefix {

UNSPECIFIED = 0;

MY_NEW_PACKET_COUNTER = 0x81;

}

}

• p4info-ext should include a Protobuf message definition for every extern type that can
be controlled at runtime. For every extern instance of this type, the compiler will gener-
ate an instance of this Protobuf message and embed it appropriately in the corresponding
p4.config.v1.ExternInstancemessage as the info field, which is of type Any [37].

message MyNewPacketCounter {

// corresponds to the T type parameter in the P4 extern definition

p4.config.v1.P4DataTypeSpec type_spec = 1;

// constructor argument

int64 size = 2;

}

20.1.2. Extending the P4Runtime Service

Just like p4info-ext, p4runtime-ext should include a Protobuf message definition for every extern type
that can be controlled at runtime. This message should include the extern-specific parameters defin-
ing the read or write operation to be performed by the P4Runtime server on the corresponding extern
instance. Instances of this architecture-specificmessage aremeant to be embedded in an ExternEntry

message generated by the P4Runtime client.
Here is a possible Protobuf message for our MyNewPacketCounter P4 extern:
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// This message enables reading / writing data to the counter at the provided

// index

message MyNewPacketCounter {

int64 index = 1;

p4.v1.P4Data data = 2;

}

P4Runtime also supports streaming arbitrary Protobuf messages between the server and the
client, by including an Any Protobuf field [37] named other in both p4.v1.StreamMessageRequest

and p4.v1.StreamMessageResponse. Architectures that wish to leverage this support should define the
appropriate Protobufmessages for this bidirectional streaming in p4runtime-ext and embed instances
of these messages in p4.v1.StreamMessageRequest and p4.v1.StreamMessageResponse as appropriate.

20.2. Architecture-Specific Table Extensions
20.2.1. New Match Types

An architecture may introduce new table match types [14]. P4Runtime accounts for this by providing
the following hooks:

• The match field in p4.config.v1.MatchField (p4info.proto) is a oneof which can be either one of
the default match types (EXACT, LPM, TERNARY, RANGE, or OPTIONAL) or an architecture-specificmatch
type encoded as a string.

• The field_match_type field in p4.v1.FieldMatch (p4runtime.proto) is a oneof which includes an
Any Protobufmessage [37] field (other). p4info-ext should include a Protobufmessage definition
for each architecture-specific match type, which can be used to encode values for match key
elements which use this match type type in the P4 table declaration. These match values are
embedded in p4.v1.FieldMatch as the other field, which can then be decoded by the P4Runtime
server using the match type name included in P4Info.

20.2.2. New Table Properties

An architecture may introduce additional table properties [36]. In some instances, it can be desirable
to include the information contained in table properties in P4Info, which iswhy the p4.config.v1.Table
message includes the other_properties Any Protobuf field [37]. At the moment, there is not any mech-
anism to extend the p4.v1.TableEntrymessage based on the value of architecture-specific table prop-
erties, but wemay include on in future versions of the API.

21. Known Limitations of Current P4Runtime Version
• FieldMatch, action Param, and controller packetmetadata fields only support unsigned bitstrings,

i.e. values of one of the following types (not the more general P4Data):

– bit<W>

– bool. Note that as far as the P4Info message contents and thus controller software is con-
cerned, suchfields of type boolwill be indistinguishable from those that have beendeclared
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with type bit<1>. P4Runtime server software will automatically perform any conversion
needed between the type bit<1> values in P4Runtime messages and the data plane repre-
sentation.

– an enumwith underlying type bit<W>

– a type or typedefwith an underlying type that is one of the above (or in general a “chain” of
type and/or typedef that eventually ends with one of the types above)

• Support for PSA Random& Timestamp externs is postponed to a future minor version update.

• P4Info does not include information about which of a table's actions execute which direct re-
source(s).

• The default action for indirect match tables is restricted to a const

NoAction known at compile-time.

• There is no mechanism for changing the value of the psa_empty_group_action table property at
runtime.

• There is no RPC to query the capabilities of a given P4Runtime implementation; in particular,
there is no way for a client to query the supported minor + patch version numbers.

A. Appendix
A.1. Revision History
A.1.1. Changes in v1.4.1

No content changes; tag was incremented only.

A.1.2. Changes in v1.4.0

• Actions

– Fix invalid action_profile_id in the One Shot Action Selector Programming example.
– Specify that max_group_sizemust be less than or equal to size for Action Selectors.
– Add a selector_size_semantics field to the ActionProfilemessage in P4Info.

• Controller Sessions, Roles, Arbitration:

– Clarify controller session establishment, maintenance, role and arbitration
– Simplify specification for arbitrationupdates forwhich there is no change to the controller's

election_id; in particular, a “no-op” arbitration update from a primary controller (the con-
troller alreadywas, and remains, the primary controller) is essentially treated the sameway
as an arbitration update which leads to the election of a new primary controller.

– Add support for string role identifiers and deprecate integer role identifiers.
– Addsupport for specifyinga role in ReadRequestmessages: if present, only entitiesbelonging

to this specific role are returned.
– Clarify that the (device_id, role, election_id) 3-tuples are only unique for live controllers.
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• Generated code

– Enable C++ Arena Allocation [4] by default in p4runtime.proto.
– Added Rust code generation

• Meters

– Add a Type field to the MeterSpec message allowing users to restrict the type of meters that
can be used for a table and a new eburst field to the MeterConfig message for use with one
of the new MeterSpec types. See section onMeter & DirectMeter.

– Defined new meter annotations @two_rate_three_color, @single_rate_two_color, @sin-

gle_rate_three_color

– EnableP4Runtimeservers toprovideper-color counter valueswhendirect or indirectmeter
entries are read.

• Miscellaneous

– Add a PlatformPropertiesmessage specifying desired underlying platformproperties to the
PkgInfomessage.

– Specify Read behavior in the absence of a P4Info (ForwardingPipelineConfig not set yet).
– Clarify that for updates of type INSERT, error codes other than INVALID_ARGUMENT can be re-

turned when applicable.
– Clarified the meaning of set and unset scalar and message fields, see section on default-

valued fields.
– Described Dataplane Volatile Objects, see section on Dataplane Volatile Objects.
– Clarified use of bytestrings in messages, see section on Bytestrings

• Replication

– Add a metadata field to the MulticastGroupEntrymessage.
– In message Replica, replaced primitive field uint32 egress_port in a compatible manner

with new oneof port_kind containing preferred new field bytes port.

• Tables

– Clarify that the limitation on supported types for FieldMatch, action Param, and Packet IO
metadata fields (no support for signed integers, with type int<W>) apply to all minor revi-
sions of P4Runtime v1, not just to P4Runtime v1.0.

– Add has_initial_entries and is_const field fields to Table message to distinguish mutable
and immutable initial table entries, see section on Constant Tables.

A.1.3. Changes in v1.3.0

• Add IANA assigned TCP port, 9559, to P4Runtime server discussion.
• Move “Security considerations” section to P4Runtime server discussion.
• Deprecate watch field (int32) in favor of watch_port (bytes). This allows using the watch port fea-

ture with the p4runtime_translation feature.
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• Replace master, slave, master arbitration with more inclusive language: primary, backup, and
client arbitration

• Clarify that source locations for annotations are optional in the P4Info message.

A.1.4. Changes in v1.2.0

• Add new OPTIONALmatch kind. At themoment, OPTIONAL is only supported by the v1model archi-
tecture [44], and not by PSA. It will eventually be included in the core P4 language.

• Add support in P4Info for structured annotations, which are used to annotate objects with key-
value lists or expression lists.

• Addanew metadatafieldof type bytes to TableEntry. This ismoreflexible than thenowdeprecated
controller_metadata field.

• Add the ability to change the ID of table match fields, action parameters, Packet IO metadata
fields, and Value Set match fields in P4Info by using the @id annotation.

• Clarify the behavior of some corner cases involving action profiles and selectors, including the
watch port feature.

• Support using string as the controller type in the @p4runtime_translation annotation. Update
syntax when using a fixed-width unsigned bitstring as the controller type.

• Add optional P4 source locations to both structured and unstructured annotations.

A.1.5. Changes in v1.1.0

• Major overhaul ofmaster-arbitration: while the Protobufmessages did not change, the statema-
chine that the server needs to implement is significantly different. Upon the master disconnec-
tion, the server no longer chooses the controller with the second highest election id as the new
master. Instead, there will not be a newmaster until one of the controllers advertises an election
id higher than any election id seen previously.

• Add error field to streammessages sent by the server.
• Add Capabilities RPC to query the P4Runtime API version implemented by the server.
• Support wildcard reads for multicast groups and clone sessions.
• Support for modifying direct resources of const tables.
• Support P4 user-defined types for Packet IOmetadata fields.
• Clarify consistency requirements for Write and Read RPCs.
• Add Appendix providing implementation advice for avoiding common pitfalls:

– advice on setting gRPCMetadata Maximum Size
– advice on setting gRPC Server Maximum Receive Message Size

• Clarify limitationson supported types for FieldMatch, action Param, andPacket IOmetadatafields.
• Clarify that reading entire forwarding state with empty entity is not supported.
• Document that @p4runtime_translation need only be supported when applied to type declara-

tions in P4.

A.2. P4 Annotations
Table 7 lists P416 annotations introduced primarily for the purpose of adding features for the
P4Runtime API.
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Annotation Description
@brief See section 6.1.3
@controller_header See section 6.4.6
@description See section 6.1.3
@id See section 6.3
@max_group_size See sections 6.4.3, 9.2.2
@selector_size_semantics See section 6.4.3
@max_member_weight See section 6.4.3
@two_rate_three_color See section 9.4
@single_rate_three_color See section 9.4
@single_rate_two_color See section 9.4
@pkginfo See section 6.2.1
@platform_property See section 6.2.1
@p4runtime_translation See sections 8.4.6, 18.1.1

Table 7. P4 annotations introduced by P4Runtime

A.3. A More Complex Value Set Example
This section includes a more complex Value Set example, with multiple matches of different kinds.

struct match_t {

bit<8> f8;

@match(ternary) bit<16> f16;

@match(custom) bit<32> f32;

}

@id(1) value_set<match_t>(4) pvs;

select ({ hdr.f8, hdr.f16, hdr.f32 }) { /* ... */ }

This P4 Value Set declaration will translate into the following entry in the P4Info messsage:

value_sets {

preamble {

id: 0x03000001

name: "pvs"

}

match {

id: 1

name: "f8"

bitwidth: 8

match_type: EXACT

}

match {

id: 2

name: "f16"

bitwidth: 16
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match_type: TERNARY

}

match {

id: 3

name: "f32"

bitwidth: 32

other_match_type: "custom"

}

size: 4

}

A P4Runtime client can set the membership for this Value Set with WriteRequest messages similar to
this one:

type: MODIFY

entity {

value_set_entry {

value_set_id: 0x03000001

members {

match {

field_id: 1

exact { value: 0xac }

}

# match for field_id 2 is missing => don't care match

match {

field_id: 3

other { ... } # some serialized Any message (architecture-specific)

}

}

members {

match {

field_id: 1

exact { value: 0xdc }

}

match {

field_id: 2

ternary { value: 0x88 mask: 8f }

}

match {

field_id: 3

other { ... } # some serialized Any message (architecture-specific)

}

}

}

}
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A.4. Guidelines for Implementations
This section contains practical advice for implementing P4Runtime clients and servers.

A.4.1. gRPC Metadata Maximum Size

IngRPC, the statusof aRPCrequest is sent asmetadata,whose size is limitedby the grpc.max_metadata_size
gRPC channel argument. By default, this limit is 8KB, which can be a problem for the Write P4Runtime
RPC. The Write RPC returns an individual error for every item in a batch (see Section 12), which can
quickly result in a status size over 8KB. In that case, the gRPC server would not send the status, but
instead send a RESOURCE_EXHAUSTED error, without any of the individual errors.

Tofix thisproblem, onecanset the grpc.max_metadata_sizeoptionon theclient channel. Thisallows
the client to receivemore than8KBofmetadata, basedon thenew limit. Note that the gRPCserver does
not have to change it's limit, as only the receiving side's limit is relevant. The exact limit that is required
depends on themaximumbatch size, the length of errormessages inside every p4.Error, as well as any
other metadata that is being sent over the gRPC channel. As a rule of thumb, it might make sense to
allow for at least 8192 + MAX_UPDATES_PER_WRITE * 100 bytes of metadata.

For example, in C++, one can create a client channel as follows:

const int MAX_UPDATES_PER_WRITE = 100;

::grpc::ChannelArguments arguments;

arguments.SetInt(GRPC_ARG_MAX_METADATA_SIZE, 8192 + MAX_UPDATES_PER_WRITE*100);

return grpc::CreateCustomChannel(address, credentials, arguments);

A.4.2. gRPC Server Maximum Receive Message Size

At the time of writing, the default maximum receive message size in gRPC is 4MB—while the default
maximum sendmessage size is unlimited. This can be a problem for the SetForwardingPipelineConfig

RPC, since for some targets the binary p4_device_config can exceed 4MB, in which case by default the
P4Runtime server would return an INVALID_ARGUMENT error. To a lesser extent, this may affect the Write

RPC as well, in case of extremely large batches.
To fix this problem,we recommend that vendors implementing a P4Runtime server ensure that the

maximum receivemessage size be large enough to accomodate all possible values of p4_device_config
for their target(s). This can be done by setting the grpc.max_receive_message_lengthwhen building the
gRPC server.

For example, in C++, one can set the maximum receive message size as follows:

const int MAX_RECEIVE_MESSAGE_SIZE = 128 * 1024 * 1024; // 128MB

::grpc::ServerBuilder server_builder;

builder.AddListeningPort(/*...*/);

builder.RegisterService(/*...*/); // register P4Runtime service

builder.SetMaxReceiveMessageSize(MAX_RECEIVE_MESSAGE_SIZE);

builder.BuildAndStart();

On the client side, we recommend that P4Runtime clients do not use Write batches larger than the de-
fault maximum receive message size (4MB) — in case the server did not deem necessary to increase
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the default value—, unless the clients are aware that the server is using a largermaximumreceivemes-
sage size. The gRPC server running the P4Runtime servicemust not set themaximum receivemessage
size to a value smaller than the default (4MB).

A.5. P4Runtime Entries files
The open source P4 compiler p4c [15] implements an option to generate an “entries file”, i.e. a file that
contains all table entries declared via the entries table property within the program.

AnexampleP416 program that canbeused todemonstrate this capability is table-entries-ternary-
bmv2.p4 [16]:

git clone https://github.com/p4lang/p4c

cd p4c/testdata/p4_16_samples

mkdir tmp

p4test --arch v1model \

--p4runtime-files tmp/p4info.txt \

--p4runtime-entries-files tmp/entries.txt \

table-entries-ternary-bmv2.p4

You can replace the .txt suffix of the file name tmp/entries.txt in the example command above with
.json or .bin. The .bin format is a binary P4Runtime API protobuf message format. The .txt format is
the text encoding of the same Protobuf messages.

Target devices are not required to use this file. For example, if a target has a P4 compiler back end
that encodes all of the necessary details from the P4 source program, including the entries of tables,
in a target-specific binary format, then that target might have no reason to generate these entries files.

Some target devices might choose to generate entries files, and also to require doing so in order
to have a correct implementation. For example, a target runtime implementation might take a target-
specific binary format for the compiled P4 program that does not contain any data describing the en-

tries of tables, plus the entries file generated by p4c, and use the entries file to load the initial entries
of tables into the device.

The format of the entries file is a single WriteRequest message containing one Update sub-message
per entry in the P4 source programdefined via an entries table property. All Update sub-messages have
type equal to INSERT, and entity is a TableEntrymessage containing the data for one table entry.

Note that if a P4Runtime client attempted to send a WriteRequest to a P4Runtime server with the
contents of the entries file, the server must return an error for each entry that has is_const true, as
described in Section 9.1.
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